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Abstract. In this paper, we cover the proof of the Spectral Theorem and some applica-
tions.

1. Spectral Theorem

We introduce the Spectral Theorem.

Theorem 1.1 (Spectral Theorem). Any symmetric matrix is diagonalizable.

We start by going over the basis and the eigenbasis.

Definition 1.2. The basis is like a coordinate system that relies on a set of n vectors each
of size n. If for some vector ~v, ~v = c1 ~v1 + c2 ~v2 + · · · cn ~vn, then ~v in basis A = (~v1, ~v2, · · · ~vn),

represented as [~v]A is equal to


c1
c2
...
cn

. For example, R3 uses the basis B =

1
0
0

 ,
0

1
0

 ,
0

0
1

,

and the vector ~v =

1
1
1

 in basis U =

1
1
0

 ,
−1

1
0

 ,
 0
−1
1

 is equal to

3
2
1
2
1

 since

1
1
1

 =
3

2

1
1
0

+
1

2

−1
1
0

+ 1

 0
−1
1

 .
Theorem 1.3. For vector ~x and basis B = (~v1, ~v2, · · · ~vn), ~x = S[~x]B where
S =

[
~v1 ~v2 · · · ~vn

]
.

Proof. Let [~x]B =


c1
c2
...
cn

. Then,

~x = c1 ~v1 + c2 ~v2 + · · · cn ~vn = [~v1, ~v2, · · · ~vn]


c1
c2
...
cn

 = S[~x]B.

�

Definition 1.4. The eigenbasis of a matrix with eigenvectors ~v1, ~v2, · · · ~vn is the basis B =
(~v1, ~v2, · · · ~vn).
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Theorem 1.5. Let there be a transformation matrix A. Let the matrix B be the B-matrix of
A, which performs the transformation of A in basis B = (~v1, ~v2, · · · ~vn) (i.e. [A~x]B = B[~x]B).
Then, AS = SB where S =

[
~v1 ~v2 · · · ~vn

]
.

Proof. We know that AS[~x]B = A~x. We also know that AS[~x]B = S[A~x]B = A~x. Therefore,

AS[~x]B = AS[~x]B =⇒ AS = SB.

�

We now prove the Spectral Theorem.

Theorem 1.6. Let there be a matrix A and eigenbasis D = (~v1, ~v2, · · · ~vn) of A with A~vi =
λi~vi. Then the D-matrix D of A is

D = S−1AS =


λ1 0 . . . 0
0 λ2 . . . 0
...

...
. . .

...
0 0 . . . λn

 , where S =
[
~v1 ~v2 · · · ~vn

]
Proof. We know that D = S−1AS is true from rearranging Theorem 1.5. We must prove
that the D-matrix of A is the diagonal matrix with the eigenvalues of A. Let there be a
vector ~x = c1 ~v1 + c2 ~v2 + · · · cn ~vn. Then, D[x]D = [Ax]D. We see that

Ax = A(c1 ~v1 + c2 ~v2 + · · · cn ~vn)

= c1A~v1 + c2A~v2 + · · · cnA~vn
= c1λ1 ~v1 + c2λ2 ~v2 + · · · cnλn ~vn.

Therefore, [Ax]D =


c1λ1
c2λ2

...
cnλn

. We know that D[x]D = D


c1
c2
...
cn

. Thus, since D[x]D = [Ax]D it

is obvious that

D =


λ1 0 . . . 0
0 λ2 . . . 0
...

...
. . .

...
0 0 . . . λn

 .
�

2. Matrix Factorization Application

We present another method of factorization using Spectral Theorem.

Theorem 2.1. A positive semidefinite real matrix has eigenvalues that are nonnegative.

Proof. Let the matrix be A. Since it is positive semidefinite, xTMX ≥ 0. Let ~v be an
eigenvector of A. Then,

vTMv = vTλv = vTvλ ≥ 0.

Since vTv must be nonnegative, λ, which is the eigenvalue of ~v must also be nonnegative. �

This will come in use later.
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Definition 2.2. A real matrix M is said to be positive semidefinite iff, ∀x ∈ Rn, xTMx ≥ 0,
where MT is the transpose of M .

Theorem 2.3. A real symmetric n × n matrix A is positive semidefinite if there exists an
n× n real matrix X such that A = XTX.

Proof. Since A = XTX, we know that xTAx = xTXTXx = (Xx)T (Xx) = ||Xx||2 ≥ 0.
We now prove the other direction:
Let A be a real symmetric n×n matrix. Therefore, it is positive semidefinite and by the Spec-
tral Theorem, is diagonalizable: D = S−1AS =⇒ A = SDS−1 where S =

[
~v1 ~v2 · · · ~vn

]
and ~v1, ~v2, · · · ~vn are the eigenvectors of A and D is a diagonal matrix containing the eigen-
values of A. Let T = S−1, so A = T−1DT .

Theorem 2.4. The eigenvectors of a symmetric matrix are orthogonal.

Proof. For any matrix A and vectors x and y, we know that

〈Ax,y〉 = (Ax)Ty = xTATy = 〈x, ATy〉.

Now let A be a symmetric matrix and x and y be its eigenvectors. Let the corresponding
distinct eigenvalues be λ and µ, respectively. Therefore,

λ〈x,y〉 = 〈λx,y〉 = 〈Ax,y〉 = 〈x, ATy〉 = 〈x, Ay〉 = 〈x, µy〉 = µ〈x,y〉.

Thus, λ〈x,y〉 = µ〈x,y〉 =⇒ (λ− µ)〈x,y〉 = 0. Since λ 6= µ, then λ− µ 6= 0 and 〈x,y〉 = 0
implying that x ⊥ y. �

Therefore, T is orthogonal and T−1 = T T , so A = T TDT .

Let R =
√
D =


√
λ1 0 . . . 0
0
√
λ2 . . . 0

...
...

. . .
...

0 0 . . .
√
λn

. Since all eigenvalues are nonnegative by Theorem

4.1, R remains a real matrix. Define the matrix X = RT . We can now see that another
factorization of A is XTX = (RT )TRT = T TRTRT = T TDT = A. �

3. Matrix Power Calculation

We present a quick method of calculating matrix powers.
Let A be a real symmetric n× n matrix. The matrix’s mth power is the resulting matrix

after being multiplied to the identity matrix m times. For example, we have

A =

(
1 2
2 3

)
.
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Then,

A3 =

(
1 2
2 3

)(
1 2
2 3

)(
1 2
2 3

)
=

(
1 2
2 3

)(
1× 1 + 2× 2 1× 2 + 2× 3
2× 1 + 3× 2 2× 2 + 3× 3

)
=

(
1 2
2 3

)(
5 8
8 13

)
=

(
1× 5 + 2× 8 1× 8 + 2× 13
2× 5 + 3× 8 2× 8 + 3× 13

)
=

(
21 34
34 55

)
.

When calculating the mth power of A, it requires n3(m− 1) multiplications.
Instead, by using Spectral Theorem, we can factor this into SDS−1 where D is the diagonal

matrix containing the eigenvalues and S is the matrix with column eigenvectors. Then we
have

Am = SDS−1SDS−1 · · ·SDS−1

= SDmS−1

=
(
~v1 ~v2 · · · ~vn

)
λm1 0 · · · 0
0 λm2 · · · 0
...

...
. . .

...
0 0 · · · λmn



~v1
~v2
...
~vn

 ,

which nicely limits the number of multiplications to n3 + n2 + n(m− 1) where the power of
the eigenvalues are calculated naively without optimization.
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