QUEUEING THEORY
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1. INTRODUCTION

A queueing model describes the ability of a system to meet demands of customers whose
occurrences and durations are random. In the models we will tackle, we will consider three
factors: the arrival process, the service mechanism, and the queue discipline.

We will use the notation A/B/m to describe the queuing models, where A, B, and m
stand for the arrival process, service time distribution, and number of servers, respectively.

The arrival process describes the amount of time between any consecutive arrivals. The
service time is the time taken to complete one service. Note that there is at least one server
and if there is more than one free server, the customers choose any of the servers at random.
If all the servers are busy, they will join a queue and the first customer in that queue will
be served first. We will also assume that the arrivals of the customers are independent, the
service times are independent, and there is no maximum queue length.

We will be focusing on M /M /c models, which deal with Poisson arrival process and expo-
nential service time distribution, both of which denoted by M. In a Poisson arrival process,
arrivals look like random arrivals. The processes we will look into are: 1) the number of
customers at a given time, 2) the waiting time of each customer, and 3) the busy period
process, which will be defined later.

2. M/M/1 QUEUE

Definition 2.1. An M/M/1 queue is a collection of random variables Ly, Ly, Lo, ... whose
state space is the set {0,1,2,3,...}, where each value denote the number of customers in the
system. The state space diagram for this chain is shown in Figure 1. Let L; = L, 1 + X;,
where X; is a Poisson process with parameter At, where X is the arrival rate. Moreover, the
service times are exponentially distributed with parameter p, which is the service rate. In
this model, there is only one server.

An interarrival time is the time between the time of arrival of one customer and the time
of the arrival of the next customer, and a service time is the time it takes for one server to
complete a customer service. With this definition, we have

E[interarrival time] = —

A
and .
E[service time] = —.
v

Proposition 2.2. The rate of the process entering a state is the same as the rate of the
process departing that same state.
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Figure 1. A pictorial representation of the M/M/1 queue

Proof. See proof of Theorem 1.4 of [1]. |

Let Cj, denote the k' customer, which arrives at the system at time t;, N; be the number
of arrivals during (0,¢], and L; be the total number of customers in the system at time ¢.
So, we have N; = max{k : t;, < t}. Also, suppose customer C} spends Wy > 0 time units in
the system, then C}, leaves at time t¢ = W), + t;. Hence, we have

0o Ny
(21) L= Z 1) r<tarsy = Z 1(t) gy = Z L(t) t—tr<wy = Z L) (w>t—te}
k=1 kit <t kit <t k=1

Theorem 2.3. (Little’s result) The average number of customers L in a stationary system
1s equal to the product of the average arrival rate A and the average time W a customer
spends in the system, given that \,W, and L exist and A and W are finite.

Proof. This proof is based on [2]. First, we have the following equations (if the limits exist):

N,
(2.2) A= lim =
t—oo T
li !
(2.3) W = Jim - Z W;
]:
1 t
(2.4) L=1lim - | Lgds
t—o00 0

By (2.1), we get

¢ ¢
/ LstZ/ Z L(s){w,>s—t;3 | ds = Z/ ) (w;>s—t,)ds = Z min{W,,t —¢;}.
0 0

Jit;<s<t Jit; <t Jit; <t
Since min{W;,t —t,;} < W;, we have
t
/ Lds< Y W
0 Jit <t
Also,

Zmin{VVj,t—tj}: Z W; + Z (t—1)

Jiti<t GW,<t—t; Git—t;>0,W;>t—t;

> Y W= ) W

JW;<t—t; td<t
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Hence,
t
Y W< / Lyds
j:t;.lgt 0
and
t Ny
S [ L S w=Yw,
jitd<t 0 it <t =1
Therefore,
1 1 N, 1 il
iy W-gg/o Lds <ot ST w =Y
Jitd<t Jit;<t j=1
Taking the limit as t — oo, we get L = AW. [ |

Many articles show that the Little’s Result is a general property of queueing models, so
we will use this to get some performance measures. We are now ready to get the number
of customers and the waiting time of each customer. For practicality, we will study the
stationary behavior of the chains, and we denote 7 to be the limiting probability that there
are k customers in the system.

A

Proposition 2.4. The average number of customers in the system is s
time a customer spends in the system is u_i)\

and the average

Proof. We will first get the probability of having k£ customers in the queue, which we denote
by 7. Notice that the rate of entering state 0 is pm (from state 1) and the rate of leaving
0 is Amg. By Proposition 2.2,

AT = .

Now, consider state k, where k = 1,2,.... The rate of entering state k is A\mp_1 + pumgi1
and the rate of leaving k is Amy + pmi. Thus, we have Amy + pmp = Amp_1 + pmga1. Solving
these systems of equations, we get that

()
T =1\ — 7.
)

= 1. Hence,

-2 (-2)

Let @ be the number of customers in the system. Then,

pa- 2 (3) (1)

™0

. %)
Since ) 7, m = 1, we have o
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It is necessary that A < p since if % > 1, the sum diverges and the system will not have a
stationary distribution. By Theorem 2.3, we have the average time a customer spends in
the system is

Definition 2.5. Suppose Xy = k, then the time it takes until there are 0 customers is called
the busy period initiated by k& customers. The busy period initiated by 1 customer is the
busy period. The end of a busy period is the start of the idle period.

Let B and I be the busy and idle periods, respectively Then % is the proportion
of time a server is busy, so this is equal to ﬁ Also, E[I] = % since the mean time until a

new customer arrives is exponentially distributed with parameter A. Solving for E[B], we
get E[B] = ﬁ, where ;1 > A. Notice that the mean of the busy period is equal to the time
a customer spends in the system.

The time a customer spends in the system is equal to the sum of the waiting time for

service T}, of an arriving customer and the service time. Thus,

1 1 1 A

Aou=A o op(p=A)

Ezample. An operator finds that the time ey spent on fixing a phone is exponentially dis-
tributed with mean 20 minutes. Ey operates in a first in first out manner and the arrival of
the customers is Poisson distributed with an average rate of 50 per day.

The arrival rate is A = 50 per day and the service rate is g = 72 per day. The M/M/1
queue reaches a steady state since % < 1. The expected idle time per day is the proportion
of time spent doing nothing which is 1 — % = %. The expected number of customers is
ﬁ = 725950 = % The average time a customer spends in the system (waiting for service +
service time) and the mean of the busy period is % day and the average time of a customer

waiting for service is =5 = 25 day.

72:22 T 792

T,=T —

3. M/M /oo QUEUE

If the mean arrival rate is larger than the service rate, we will not reach a stable dis-
tribution, so more servers are needed. In the M/M/c queue, there are ¢ servers, and the
properties of the M/M/1 queue still hold. We will also assume that the servers provide
service independently, and that the customers form a single queue. If ¢ is oo, then there is
an infinite number of servers.

Definition 3.1. An M/M /o0 queue is a collection of random variables Lg, Ly, Lo, ... whose
state space is the set {0,1,2,3,...}, where each value denote the number of customers in the
system. The state space diagram for this chain is shown in Figure 2. In an M /M /oo queue,
there is an infinite number of servers. Moreover, customers arrive randomly for service in a
Poisson process and the service times are exponentially distributed, similar to the M/M/1
queue. Let A be the rate of arrival rate, and pu; be the service rate when there are i customers.
Then, we have p; = ipu.
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Figure 2. A pictorial representation of the M /M /oo queue

Proposition 3.2. The average number of customers in the system 1is % and the average

time a customer spends in the system is i Furthermore, the waiting time for service of a
customer 1s 0.

Proof. The probability of having k£ customers is

So, we have

0o 00 )\k N )
kzzoﬂ'k = ;_0 ,ukk!ﬂ'o = e+ = L.
Thus,
LY
T — me K

Clearly, this is Poisson distributed so E[Q] = ﬁ By Little’s Theorem, the average time a
customer spends in the system is

FE A 1
A UA
Moreover, the waiting time for service T; of a customer is
1 1
T, =———=0.
[V
This makes sense because there are infinite servers so each customer will be served immedi-
ately. This also explains the following proposition. [ |

Proposition 3.3. In a M/M/co queue, there always exists a stationary distribution .

Ezxample. Consider a company with 1000 employees. Suppose the employment rate and the
retirement rate is constant and that there are no people who are going to enter or leave the
job, unless they are retiring. Also, assume that the number of years employees stay at a
company is exponentially distributed. It is given that the average number of years employees
stay at a company is 30 years.

We will use the M/M /oo model. We are given that E[Q] = 1000 and p~! = 30. Since
E[Q] = ﬁ, we get that \ = 12—0. Thus, the employment rate is 1—30 new employees per year.

4. M/M/c QUEUE

Definition 4.1. In a M/M/c queue, customers arrive randomly for service in a Poisson
process and the service times are exponentially distributed like the previous models. There
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Figure 3. A pictorial representation of the M /M /c queue

are k servers in this model. Also, let A be the rate of arrival rate, and u; be the service rate
when there are i customers. Define

) 0<:<¢
Hi= 1> c.

The state space diagram for this chain is shown in Figure 3. The probability of having &
customers is

AN Nk
_ ) Wew (k) 70 T pEr 0 0<k<c
Tk = AN - N - k> ¢ .
(1) @) (ep) (ep)(ep) "0 = pFelcF= "0

Thus, we have

c—

Zwk Z L] °+Zuclc’“ 0o=1L

kO

So,

¢ —1

c—1 fe’e) -1 c—1
Ak Ak Ak e
WO:ZkIJFZ klk—c] :[ T B

and it is necessary that A < p since if ﬁ > 1, the sum diverges and the system will not have
a stationary distribution.

Theorem 4.2. (Erlang’s C formula) The proportion of time that all k servers are busy is
A - (%) kmo
C —| =P n| — L :
‘ <M> [Z” ] Kl(k = 2)

Since the busy period for an M /M /c queue is complicated , we will only get the expected
number of busy servers.

Proposition 4.3. The mean number of busy servers is ﬁ
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Proof. Let the number of busys servers be S. Then, we have

c—1 0 c—1 0
AF AE
E[S] = Zkﬂ'k + ZC?Tk = Zk/ﬁﬂ-o + ZCWWO
k=0 k=c k=0 k=c

Ai AR +m% AHAk+_%§

= — —7‘(0 — — T‘-O

M=t prH(k —1)! 1- %C M=o HoR! c(1 - ﬁ)
PRyt Tohe A A

- o + S A—
p pF k! c(l— MA) poope (e —1)!

C

c—1 A° -1
— é Z )\k . ne g = é
o R (1 - ) 1

Proposition 4.4. The average number of customers in the system is

A A\ A
—Oc — | 4+ =
pe— A (u) I

and the average time a customer spends in the system is

A
C-(3) .1
+ -
pe—A - p
Furthermore, the waiting time for service of a customer is
()
YA

pe — X

Proof. Let ' = @ + ¢ be the total number of customers in the system (¢ customers are being
served, @) customers are in the queue). Then,

E[Q =E[Q] + E[B].
First, we compute for E[Q]. We get

0o 00 )\k
E[Q] = Z(k — o)y, = Z(’f - C)/Wﬂo
k=c k=c )
00 A
7T0)\C Z )\k € 7'('0)\C e
- c <k o ) k—c k—c - c A
clp = puk=cc cpe (11— E)z
S (H)en A A
_ A C'(C A) e — A 7

Then, we have




8 MADELYN ESTHER CRUZ

Thus, the waiting time for service T}, of a customer or the waiting time in the queue is

A A A
sl _ @l (3) ()
A A ue — A
and the average time 7" a customer spends in the system is
A A A A
Bl #5C-(3) 3 G() 1
A A pe— X\ p

Ezample. Consider an M/M/1 queue with a server operating at cu and an M /M /c queue
with a server operating at . We will compare the average time a customer spends in the

system for the two queues.
A
For the M/M/c queue, we have E[T.] = % + ,L_lt and for the M/M/1 queue, we have

E[Ty] = ;ﬁ As A < p, i.e. under few tasks, we have

E[T] .
ET)
If the load is heavy, we have uc — A < p,
E[T] ]
E[T]
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