BROWNIAN MOTION

KISHAN JANI

ABSTRACT. Brownian Motion is a continuous time stochastic process {B(t) : ¢ > 0}, defined as
having independent increments similar to a random walk. For Brownian motion, the continuous
analog of the discrete probability distribution of Random walks is taken to be the normal distribu-
tion, with zero mean and variance based on increment size.

The goal of this expository paper is to study the Brownian motion that is resultant from these
properties, and explore its wide variety of interesting properties. We start by proving some basic
but fundamental properties of Brownian motion like nowhere differentiability and scaling invari-
ance. Then, we make the analogy to the random walk more concrete, proving Donsker’s invariance
principle theorem that directly relates the two in a weak sup-norm convergence. Lastly, we explore
the formulation of a stochastic calculus based on the properties of Brownian motion, along with
some applications in physics and finance given by Ito’s formula.

For this paper, we assume a background knowledge in probability theory and that of some rudi-
mentary analysis and measure theory.

1. AN INTRODUCTION AND PRELIMINARIES

The random walk, a familiar object in probability theory, is the stochastic process {S;}ter over
the index set T' = Z>¢ starting from Sy = 0 defined as Sy = ZZ:O X}, where { X} }rer is a sequence
of independent random variables. In a mathematical sense, Brownian motion can be thought of
being the continuous time analog of the random walk, with the index set T" being generally chosen
as R>g. However, it is quite different from the random walk in that the increments are normally
distributed. This stochastic process permits some really interesting mathematics, which will be the
central focus of this paper. First we introduce some preliminaries necessary for the understanding
of the material here.

1.1. Multivariate Gaussian Distribution. The primary reason behind introducing the multi-
variate Gaussian distribution is that it becomes applicable in better analyzing the Gaussian nature
of Brownian Motion, which will then be used to prove several key theorems.

Definition 1.1.1. A random vector X = (X7, Xo,... ,Xn)T is called a multivariate d-dimensional
standard Gaussian distribution if

(1) X1,Xs,...,X4~N(0,1), where N(u, o) is the normal distribution given by the probability

density function fn(z) = = 1% exp (— (arz—a;;)2)'

(2) X1,Xs,..., X, are independent random variables.

The independence property really helps characterize the multivariate distribution: firstly, the joint
distribution function will be

fx(t) = ;e—%(t%+t§+~--+t%) _ T 5ty

(v2m)d (V2m)t
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for t = (t1,t2,...t,) € R?. For this distribution, the mean and covariance would be

0

0
EX]=|.|, Cov(X)=1,

0
where 1,4 is the d x d identity matrix. Th expectation is zero since all individual components are
standard normally distributed with mean zero. The covariance gives the identity matrix since along

the diagonal, the variance of each X; is 1 while the Cov(Xj;, X;) = 0 for i # j since all components
are independent random variables.

Next, we can scale and shift this definition of standard multivariate normal distribution to create
a more generalized normal distribution. For scaling, we start with the following lemma related to
invariance under orthogonal scaling.

Lemma 1. If X is a d-dimensional standard Gaussian random vector and A an orthogonal d X d
matriz, then AX is also standard Gaussian.

Proof. Recall that orthogonality implies that A is invertible and that AT = A~! with det(A) = +1.
Then we can apply a transformation on the density random vector AX as follows:

1 1 -1 —1
t) = Ailt det Ail = Ailt = €7§<A t,A t>
fax(t) = fx(A7°t) [ det(A™) |= fx (A7) V2
Now we can exploit the orthogonality of A to get that (A71t, A71t) = (A~"HTA7, t) = ((AAT) 71t t) =
(t,t). But then that implies

]. 1 —1 —1 1 1
_ —2(A7%,A7 1) —5(tt) _
ax(t) = e 2 = e 2 = t

O

Now for the generalized Gaussian Random Variable, we have the following definition:

Definition 1.1.2. A random vector Y is d-dimensional Gaussian if we can express it as

Y =AX+pu
for some m-dimensional standard Gaussian vector X, d x m matrix A, and some pu € R%. Notice
that from this definition, it is also clear that if Y7,Y5,...,Y,, are independent Gaussian random

variables, then Y = (Y7,Y3,...Y,)T is a Gaussian random vector.

Proposition 2. For the normal distribution Y expressed as Y := AX + u, we have expectation
E[Y] = u and covariance Cov(Y) = X := AAT.

Proof. Notice that for this matrix, E[Y] = E[AX + p] = AE[X] + p, which is equal to p since
X is standard Gaussian. Additionally, since we can reinterpret the covariance matrix Cov(X) =
E[(X — p) - (X — )], we then have for our covariance the following

Cov(Y) = E[(AX + p — E[AX + p]) - (AX + p — E[AX + p])T]
=E[A(X - E[X]) - (AX ~E[X]))"]
= AE[(X - E[X]) - (X - E[X])"]A"
= ACov(X)AT = AAT

since Cov(X) = 1. O
We also have the following important result about Gaussian vectors under affine transformations.

Corollary 2.1. Affine transformations preserve the Gaussian property.
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Proof. To see this, for Y ~ N(u, ), we look at an affine transformation Y — A’"Y + p’ where A’
is a d’ x d dimensional matrix and g/ € R?. In this case,

AY +p' = AAX + p) + p' = (AA)X + (A'p+ o)

which makes the transformation multivariate Gaussian by Proposition 2. (|

1.2. Measure Theory and Probability. We provide a brief background on the measure-theoretic
probability concepts that would be needed in this paper, especially in the later sections that deals
with convergence. However, this definitely is not a proper introduction to measure theory; for a more
comprehensive study of the subject and its use in probability, we refer the reader to [ARDDCO00).

Definition 1.2.1 (o-algebra). For a set X, a o algebra on X is the set C of subsets of X such that

(1) bec

(2) If S € C then S¢ € C as well

(3) For a finite or countable collection of sets Si,...S, € C, both the union |J,, S, and the
intersection (), S,, are in C.

Definition 1.2.2 (Measure). Given a set X and a o-algebra on X, a measure on (X, C) is a function
i C — [0,00] such that the following properties hold:
(1) p(@)=0

(2) For a finite or countable collection of pairwise disjoint sets S1,...S, € C,
(S =3 m(sa)
n n

The triple (X,C, ) is called a measure space. Probability spaces, a special kind of measure space,
are defined by the triple (2, F,P).

Definition 1.2.3. For an index set I, a filtration on a probability space (Q,F,P) is a family
(F(i) - i € I) of o-algebras such that F(s) C F(t) C F for s < t. A probability space with
a filtration is called a filtered probability space. The natural index set for Brownian motion is
I =R>g.

Example 1.1. A right-continuous filtration is the family (F;");cs such that F;" = i F e

7

Definition 1.2.4 (Nonanticipating Processes). A stochastic process {X (¢)}+>0 defined by the fil-
tration (F(t))s>0 is an adaptive or non-anticipating process if X (¢) is measurable for any F(t) for
t>0.

One last probability theoretic notion that we need is that of martingales, which have a strong
connection to Brownian motion, and due to their rich and developed theory, will be used to prove
certain results about the latter.

Definition 1.2.5 (Martingales). A discrete time martingale is the sequence of random variables
{Xn }nen such that for all n, we have that E[|X,|] < co and E[X,,4+1 | X1, Xo,... X,] = X,.

One of the very interesting properties of Brownian motion is its deep interconnectedness with
Random walks, especially in a limiting sense, wherein they tend to exhibit the same distribution.
To see this, however, we need to have a formal notion of convergence of probability measures, which
we now provide in the £2 sense. Note that most results stated here in the £2 usually extend to
more generalized spaces; however, proving these extensions is beyond the scope of this paper. For
a much more rigorous and comprehensive treatment of convergence, we refer the reader to [Bil71].
We start by defining the £P space.
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Definition 1.2.6. The LP space is a functional space that is a generalization of the ¥ norm of
vector spaces. The LP space is the vector space of all measurable functions for which

(/S If!pdu>1/p < 00

Of particular interest is the £2 space, or the space of all square-integrable measurable functions,
since it can also be thought of as containing all random variables with a finite second moment
E[X?] < co. It is also very important since most convergences we will observe, partly due to the
quadratic variation of Brownian motion, will be in an £? sense. In general, £? convergence is a
norm commonly seen throughout throughout probability theory.

A significantly important theorem is about the weak convergence of measures, commonly referred
to as the Portmanteau theorem. This theorem equates several definitions of weak convergence, some
of which we use in proving results. This theorem, along with its proof, can be found in any good
measure theory book, take for example [Bil71]. We also have another really important theorem
about martingales that we are able to use for proving an embedding result about Brownian motion.

Theorem 3 (Levy’s Upward Theorem). Suppose X is an integrable random variable and that X, =
E[X | Fn]. Then the sequence {Xp}n>0 is a uniformly integrable martingale and lim, oo X, =
E[X | Fool, where Foo = U2 Fp, as the union of elements of the filtration, is the smallest o-
algebra with the entire filtration.

2. BROWNIAN MOTION
2.1. Introduction.

Definition 2.1.1. A real-valued stochastic process {B(t) : t € R>o} with B(0) = = for z € R is
called a (one-dimensional) Brownian Motion or Wiener Process if

(1) The process consists of independent increments, so that for times 0 <t <ty <t3<--- <
tn, the sequence of steps B(t,) — B(tn—1), B(tn—1) — B(tn—2)....,B(t2) — B(t1) forms a
sequence of independent random variables.
(2) B(t+s) - B(t) ~ N(0, 5)
(3) Almost surely, ¢ — B(t) is continuous.
Lastly, we say that {B(t) : t > 0} is a standard Brownian motion if B(0) = 0.

It is natural to ask if such a stochastic process could actually exist. Fortunately, due to a
non-trivial theorem by Wiener, we can affirm the existence of Brownian motion.

Theorem 4 (Wiener 1923). Standard Brownian Motion exists.

Clearly, this theorem is fundamental to the study of this subject. However, the Brownian motion
constructed by Wiener in his proof is quite complex and lengthy, and is beyond the scope of this
paper. This proof, with appropriate motivation and rigor, can be found in [MP10], or any other
text that gives a detailed and rigorous treatment of this topic. Another construction due to Levy
can be found in [SP14].

Lemma 5. Brownian Motion is a Gaussian process

Proof. To prove this lemma, we will show that for 0 <t} <ty <--- <t,, (B(t1), B(t2),...,B(tn))
is a Gaussian vector. We first define the random vector § = (d1,...,6,)" based on increments
with §; = B(t;) — B(t;—1). Since the increments of Brownian motion are independent Gaussian
random variables, §; would be the same, and then it follows that § is a Gaussian random vector.
Now notice that we can represent (B(t1), B(t2), ... B(t,)) by an affine transformation of & given by
B(t;) = 01402+ --+0;. So then by Corollary 2.1, (B(t1), B(t2), ... B(t,)) must also be a Gaussian
random vector. Note that for this random vector E[B(t)] = 0 and Cov(B(t;), B(t;)) = min{t;, t;},
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which follows from the definition of Brownian motion. O

With these initial formulations, we can see some interesting geometrical invariances that will
become fundamental to Brownian motion and further extremely helpful in proving other properties.

Proposition 6. Suppose {B(t) : t > 0} is a standard Brownian motion. Then the following
processes are also standard Brownian motions:
(1) Shifting invariance: For s > 0, the process defined as {Wi(t) == B(t +s) — B(s) : t > 0},
which is also independent of {B(t) : 0 < t < s}, or the Brownian motion before s.
(2) Scaling invariance: For a > 0, the process {Ws(t) : t > 0} defined as Wa(t) := L B(a?t).
(3) Inversion invariance: The process {Ws(t) : t > 0} defined as

0 t=20
Ws(t) = {tB(l/t) t>0

Proof. We need to check the properties in Definition 2.1.1 to see that the process is still a Brownian
motion.

(1) Note that for any sequential increment of Wi (t), we have
Wl(tk-i-l) - W1 (tk) = B(tk_H + S) - B(S) - [B(tk + S) - B(S)] = B(tk+1) - B(tk),

and thus the sequence of steps is independent. The map is trivially continuous, and W1 (0) =
B(0 + s) — B(s) = 0. Finally, for h > 0,

Wi(t+h) —Wi(t) = B(t+h+s)— B(s) — [B(t+s) — B(s)]
=B(t+s+h)—B(t+s)~N(0,h)

since {B(t) : t > 0} is a standard Brownian Motion. The existence of all these properties
makes Wi (t) a standard Brownian motion as well. To verify its independence from B(t),
simply note that since Brownian motion has independent increments, for ¢4,...t, > 0 and
§>81,...8, >0, (W(ty), W(ta),...,W(tn)) = (B(t1 +s) — B(s),...,B(t, +s) — B(s))
and (B(s1), B(s2),...B(sn)) are independent.

(2) Continuity of the map Wa(t) : t — 1/aB(at) follows since Wa(t) is just a composition
of continuous functions; furthermore, independence is not affected by scaling. Clearly we
also have W5(0) = 0. It remains to see that the random variable is normally distributed,
that too with the same mean and variance as B(t). First note that for some h > 0,
B(t+ h) — B(t) ~ N(0,h). Then

E[Wa(t + h) — Wa(t)] = E[2B(a?(t + ) — %B(a%)]

a

- éE[B(azt +a?h) — B(a2t)] = 0

where the last equality follows from the definition of Brownian motion since at € R>q is a
point on the process. We employ a similar process for the variance, where

Var[Wa(t + h) — Wa(t)] = Var[éB(aQ(t Ry — 23(&)}

1 1
= ﬁVar[B(a% + a?h) — B(a*t)] = ol a’h=nh
and thus the Brownian nature follows.
(3) A proof of the third part requires a little more analysis. Clearly, W5(¢) for t > 0 is a

Gaussian process as well, and it also follows that the random vector W3(t) of the motion
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has expectation zero. The covariance between two components for ¢ > 0 and h > 0 is given
by
1

Cov(Wa(t + h), Wa(t)) = t{t + W)Cov(B(L/(t + )), B(L/1) = t(t+h) - = =1

which are same as the results one would obtain for B(t). Since Gaussian processes are
uniquely determined by their mean and variance, it follows that W3(t) is similar in distri-
bution to B(t). It remains to show that the paths are continuous, specifically at ¢ = 0,
since the ¢ > 0 case is trivial. To show for ¢ = 0, note that since Q is countable and
{X(t) :t > 0,t € Q} has the same distribution as a Brownian motion,

lim X (¢t) =0

tl0

teQ
Next, since Q¢ is dense in R+ and since X (¢) is a.s. continuous for ¢ > 0, the limiting

behaviour can be extended to the R-¢ and thus ltif(l)l X(t) =0 as desired.

O

These scaling and inversion properties of Brownian Motion lead to some interesting results.

Example 2.1. We can establish a bound on the Brownian motion since almost surely, we must
have

B(t
im 20 _
t—o0
This is easy to see with the time inversion invariance. Defining u := 1/t,
. B(t) . .
tlg};lo - = ulg& uB(1/u) = ulgg_k Ws3(u) = W3(0) =0

Example 2.2. We can analyse the first exit time of the Brownian motion, defined for the interval
[a,b] where a < 0 < b as 7(a,b) = inf{t > 0 : B(t) = a or B(t) = b} primarily due to a scaling
property. Notice that if we define W (t) := 1/aB(a%t),

E[r(a,b)] = inf {t >0: éB(t) =1or 2B(t) = b/a}
— a%inf {t >0:W(t)=1or W(t) = b/a} = 2E[r(1,b/a)]

Firstly, this implies that E[7(—b,b)] is a constant multiple of ?. Secondly, this shows how we can
extend this scaling invariance to have probabilistic and statistical interpretations; in this case:

P(t < oo : B(t) = a, B(t) exists [a,b]) = P(t < co: W(t) =1, W(t) exists [1,b/a])

2.2. Nowhere differentiability of Brownian motion. From the results of Proposition 6, an ex-
tremely interesting feature of Brownian motion emerges: despite being continuous, it is extremely
pathological in that it is almost surely nowhere differentiable. As one might expect, this theo-
rem raises several problems in analyzing the Brownian motion and its subsequent calculus as the
standard definition of the derivative is rendered meaningless. This problem is addressed with the
stochastic integral, which is covered in Section 4.

Theorem 7 (Nondifferentiability of Brownian Motion). Almost surely, Brownian motion is nowhere
differentiable. Furthermore, for all t,

D*B(t) = +o00 and D.B(t) = —o0
almost surely, where

flz+h) - f(x)

D* f(z) := limsup flath)— f(z) o

h—0 h

D, = liminf inf
, f(x) im inf in
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Proof. Due to the scaling invariance of Brownian motion it is sufficient to look at the [0, 1]. Aiming
for a contradiction, suppose there exists t9 € [0,1] such that —oco < D, B(tg) < D*B(ty) < oc.
Since Brownian motion is bounded in [0, 1], there must exist M such that for ¢y, we have
‘B(t(] + h) - B(to)‘
hel0,1] h

<M

It suffices to show that this event has probability zero regardless of M. We partition the unit
interval into 2" sub-intervals, taking the limit as n — oo. Let ¢y be contained within the interval
[(k—1)/2" k/2"] for n > 3 and 1 < k < 2" — 3.Then if we look at some j € [1,2" — k|, we can use
the triangle inequality to get that the following must also necessarily hold

(t52) - n( 550 < m(552) - s o - ()
M@+

For convenience of summability for n > 3 while avoiding overlap, we must set j = 1,2, 3. Next, we
examine the probability of the latter inequality actually being true. For this, first we define the

event
E(n,k) = {‘B<k+j> —B(k+j_1>‘ < M@Zi+ 1) forj—1,2,3}

AL 2m AL
n—00

We ultimately wish to show that lim IF’(U E(n,k)) = 0. Now notice that for 1 < k < 2" — 3, the
k

invariance properties of Brownian motion can be used as follows to bound the probability:

P(E(n, k)) :P({‘B(k;j) —B(k+2‘];b_ 1)‘ < M(2§n+ Y for j = 1,2,3})

({‘ (k‘tj) _B<k —1-2];1—1)‘ . M(2§n+ 1)})

B 2
(1) o] M)

(L

where the last equality follows by translational invariance. Bounding above by the j = 3 case, we
get

3
<I]®
7j=1
3
— H]p
7=1

P(E(n,k)) < IP’(‘B(;TJ - B(O)’ < 7M>3

<

TM2/2\? TM NS _ (TMN3
_p(|272B(2n - — e
_p<|2 B2 < M2 )—P(|B<1>|s2n/2) < (33)

The last equality follows from scaling invariance, and the last inequality follows from the fact that
the density of the Gaussian is bounded by 1/v/27 < 1/2. Then over all possible k,

2m_3 2" -3

IP’( U E, k:)) < 3" P(E(n,k)) < 2"B(E(n, k) < 2”(
k=1

k=1

TMN\3  (TM)3
2n/2) - 2n/2

Now, observe that

o) 2"—3 o)
(TM)*  (TM)3 1 (TM)3
ZP<g1E(n,k))§Z TR ek v mby; s

Sl

n=1 n=1
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so then we can apply the Borel-Cantelli Lemma to see that for infinitely many n,

B(to+h) — B(t
P(B(t) is differentiable) = P(there exists to € [0, 1] such that sup |Bto + }z (o)l <M< oo)
hel0,1]
273
< P(limsup U E(n,k)) =0
proving that B(t) is almost surely nowhere differentiable. ([l

Due to this nowhere differentiability, we see that a significant problem emerges in the formulation
of a proper calculus for such continuous-time stochastic processes. This was an area of interest in
the study of Brownian motion, resolved by Ito through stochastic calculus, which we will explore
in the final section.

3. REFLECTION PRINCIPLES AND APPLICATIONS

3.1. The strong Markov property and reflection. Similar to what we see for the Random
Walk on Z, Brownian motion also permits many interesting reflection principles that help better
analyze certain properties of the overall motion.

Definition 3.1.1. The maximum value of a Brownian motion is given by M (t) := maxo<s<¢{B(s)},
while the minimum can similarly be expressed as m(t) := mino<s<¢:{B(s)}

Proposition 8 (Reflection Principles). The following reflection principles are associated with a
Brownian motion {B(t) : t > 0}:

(1) For 7 a stopping time, a € R such that B(T) = a, the standard Brownian motion {B(t) :
t > 0} reflected at T, defined as

) B(t) t<r
win = {Bm C[B)-B()] tx7

s also a standard Brownian motion.
(2) M(t) has the same distribution as |B(t)|, that is for a € R

P(M(t) > a) = P(r > t) = 2P(B(t) > a) = P(|B(t)| > a) = 2 — 2®(a/V/1)

A rigorous proof of both these principles is based on the strong Markov property that Brownian
motion obeys:

Lemma 9 (Strong Markov Property). Brownian motion obeys the strong Markov property, namely
that for a standard motion {B(t) : t > 0} and a stopping time T defined with respect to it, A(T) =
B(t+ 1) — B(7) fort > 0 is also a standard Brownian motion. Furthermore, for each t > 0,
{A(s): 0 < s <t} is independent of F* (7).

Proof. Equipped with this property,

(1) For t > 7, first note that B(t) = B(7) + B(t) — B(7). Additionally, by the strong Markov
Property, for 0 < s < 7, we have B(s + 7) — B(7) also a Brownian Motion independent
of B(s). But now since negation also preserves the Brownian property, we know that
B(1) — B(s + 7) for s > 0, or equivalently for ¢ > 7, must also be a Brownian motion. We
can then use this on the first relationship as follows:

{B(t),t >7}={B(7)+ B(t) — B(r),t > 7} ~{B(7) — [B(t) — B(T)],t >7} ={2a— B(t),t > 7}
which proves the first part of the theorem.
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(2) We define the stopping time 7 = inf{t > 0 : B(t) = a} and let W(¢) be the Brownian
motion reflected at 7. Notice that we can divide the desired probability into two cases:
{M(t) >a} ={B(t) > a} U{B(t) < a,M(t) > a}

The union between these events is disjoint so the probabilities can be summed directly. The
key detail to notice next is that the second event { B(t) < a, M (t) > a} is the same as saying
W (t) > a. Since the latter set in the union implies that ¢ < 7, we will have W (t) = B(t)
for the interval, and thus P(M (t) > a) = P(B(t) > a) + P(W(t) > a) = 2P(B(t) > a). Note
that the other statements follow quite trivially, since 2P(B(t) > a) = P(|B(t) > a), and
P(B(t) > a) = 2(1 —P(B(t) < a)) = 2 — 2®(a/V1).

O

Example 3.1 (A Notion of Absorption). We define the absorbed Brownian motion A(t) to be

) B(t) M(t)<a
A = {a M(t) > a

We can derive the cumulative distribution function as

T 2a — x
P(A(t) < z) = @(%) 1+ @(T)
For x < a, we have the cumulative distribution probability as
P(A(t) <z)=P(B(t) <z, M(t) < a)
=P(B(t) <z)—-P(B(t) <z, M(t) > a)
=P(B(t) <z)-P(B(t) <z,7<t)
where the last equality is a simple consequence of the Intermediate Value theorem: if the maximum
has been hit above a, then the stopping time giving B(7) = a must have been hit sometime before
that. Notice that by the reflection principle, since ¢ > 7, for the second probability we have
P(B(t) <z,7<t)=P(2a— B(t) <z,7 <t)
=P(B(t) >2a—z,7 <t)=P(B(t) > 2a — x)
The last equality here follows because if B(t) > 2a — x > a, then it is directly implied that a > z
and so 7 < t for the reflection. Then we can combine to get
P(A(t) <z)=P(B(t) < z) —P(B(t) > 2a — x)
=P(B(t) <z)+P(B(t)<2a—1z)—1

= @(%) -1+ @(261/_%:6) as desired.

Example 3.2 (Arcsine Law). For a standard Brownian motion {B(t) : ¢ > 0} restricted into
t € [0,1], the time at which the maximum value is achieved, defined by the random variable 7/
where B(7ys) = M(1), is arcsine distributed.
Note that due to the scaling invariance of Brownain motion, we can extend the restricted Brownian
motion in [0, 1] to infinity to apply these properties in the general scenario. We define a maximum
variable M (t, X (t)), which gives the maximum process for X (s) over the interval 0 < s < ¢t. For
s € [0, 1] in our interval,
P(ry < s) =P(M(s) > max B(u))
s<u<l

P(M(s) — B(s) > max B(u) — B(s))

s<u<l

IP(M(S, B(s—1t)— B(s)) > M(1—s,B(s+1) — B(S)))
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By the reflection principle in the second part of Proposition 9, we can take the absolute values,
which gives

P(M(s, B(s—t)— B(s)) > M(1—s,B(s +t) — B(s))) = P(|B1(s)| < Ba(1 — )

where Bj(s) := B(s —t) — B(s) and By(1 — s) := B(s +t) — B(s). Using the scaling invariance
of Brownian Motion, we normalize By and Bs and introduce in place normalized gaussian random
variables Z1 and Zs:

P(|Bi(s)| < Ba(1 = 5)) = P(Vs[Z1| > V1 = 5|Z3])

| 22| Vs | Z2|
—r(12s VoA

The natural substitution then seems to be (Z1,Z3) = (rsinf,rcosf) for a random variable 0 €
[0, 27]. So then we have

% s) = sin s) = sin~(y/s)) = = sin" (/s
1@( |21,2+‘Z2|2>\/) P(|sin 0] < v/s) = 4P(0 < sin~' (V/s)) (/5

which is the arcsine distribution.

4. BROWNIAN MOTION AS THE LIMIT OF A RANDOM WALK

4.1. Limiting behavior. The analogy between random walks and Brownian motion previously
mentioned actually extends further than the similar Markov nature. In particular, Brownian mo-
tion can be interpreted as the limit of a Random Walk through a functional extension of the Central
Limit theorem, for Brownian Motion. To set up this limiting behaviour, let X1, Xs,... be a se-
quence of i.i.d random variables with mean 0 and variance 1 and let S, = > | X,, represent the
corresponding random walk. Furthermore, we linearly interpolate the integral time index so that

S(t) = Spep + (E = [E])(S)e41 — Spey)
which is a random function in C[0,00). Then if we consider the normalized sequence of functions
Z,(t) in [0,1]
S(nt)

Z,(t) = Jn

for all ¢ € [0, 1]

we have the following result.

Theorem 10 (Donsker’s Invariance Principle). Let {B(t)}+>0 be a standard Brownian motion.
Then on C[0,1], the space of continuous functions on [0,1], with the metric induced by the sup-
norm, the normalized sequence {Z,(t) : n > 0} converges in distribution to B(t) for t € [0,1].

The invariance here can be associated with the invariance of the distribution from discretized
to continuous time steps, along with an invariance along variation, since any process with mean
0 and finite variance would converge to a Brownian motion. Furthermore, notice that Donsker’s
invariance principle lends further insight into the ubiquity of Brownian phenomena. For instance,
consider the motion of microscopic particles, which under the influence of a quantum phenomena
and inter-particle interactions, can be categorized as random. Then since these random influences
lead to a random small displacement, interpreting their motion as Brownian is helpful since their
displacement is essentially the limit of a random walk under small displacements and small time
intervals.
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4.2. Embedding Theorems. The proof of this theorem relies on significant convergence theorems
over metric spaces, and thus involve some degree of measure theory. The idea behind this principle
is that we can embed random variables in the behaviour of the stopping times of a Brownian
Motion, which will follow the same law and have the same first-moment. This is the statement
of the Skorokhod embedding theorem that we will see below. Then we choose a sequence of such
stopping times with iid increments and interpret it as a random walk, whose limiting behaviour
would converge to a Brownian motion. First however, we state the necessary conditions that govern
Skorokhod’s embedding theorem, which are fortunately addressed completely by Wald’s lemmas.

Lemma 11 (Wald’s lemmas). The following properties hold for a Brownian motion:

(1) Let {B(t)}+>0 be a standard linear Brownian motion and T a stopping time for which either
E[r] < 0o or {B(min{t,7} : t > 0} is dominated by an integrable random variable. Then
E[B(7)] = 0.

(2) Let B(t) be a Brownian motion and T a stopping time for which E[T] < co. Then

E[B(r)*] = El7]

Theorem 12 (Skorokhod Embedding theorem). Let X be a real-valued random wvariable with
E[X] = 0 and finite second moment E[X?] < oo. Then there exists a stopping time T of the
Brownian motion {B(t) }+>0 with respect to the natural filtration (F(t) : t > 0) such that X can be
embedded onto B(T), that is to say that B(T) has the same law as X and E[X?] = E[7].

Notice that by Wald’s Identities, we have that E[B?(7)] = E[r], which makes the embedding
further explicit. Before proving the theorem, we first look at an example embedding.

Example 4.1. We consider the simple case where X can take values a and b. For E[X] = 0, we
need a < 0 < band P(X =a) =b/(b—a) and P(X =b) = —a/(b—a). It is easy to see that for
the stopping time defined on the basis of this random variable 7 = inf{t : B(t) ¢ (a,b)}, we have
E[r] = —ab, and that B(7) has the same law as X.

For the proving the existence of such an embedding, we first construct the following intermediate
embedding on martingales. Specifically, we look at the binary martingale, which is defined as
follows.

Definition 4.2.1. A binary splitting martingale is a martingale in which for each n > 1, the
random variable X, 1; is characterized by two values whenever the event E(xg, x1,...,2,) = {Xo =
x9, X1 = 21,..., X, = x,} has a positive probability. In a sense, there is a binary split between
these two values at X, ;1 for a given condition on the values of the previous event.

Lemma 13 (Dubins’ Embedding theorem). Let Y be a real-valued random variable with finite
second moment E[X]? < co. Then there exists a martingale { X, }nen such that X,, converges to X
almost surely in L2.

Proof. To construct the aforementioned embedding, we define the following +1 elementary binary
splitting martingale over {Q, F,P}. Take Xy = E[X] and the basic trivial filtration Fy = {0, Q}.
Then, we define a sequence of auxillary Bernoulli variables as follows for n > 0

6 = 1if X > X,
" —1if X < X,,1

Next, let F,, = 0(&0,&1,---&n—1) be the o-algebra generated by these random variables, and let
X, = E[X | F,]. With this definition of the martingale (the fact that it is a martingale trivially
follows) and its associated filtration {F,},>0, it is evident that the martingale is binary splitting.
Notice that the filtration JF,, partitions the probability space into 2" different sets of the form
E(xg,x1,...,2n) = {Xo = x0,..., X, = 2, where z; = £1 for 1 < i < n}, each of which has a
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positive probability. Each random variable X,,; takes values £1 based on E(xg, x1,...,2,), and
thus the binary splitting nature is also evident. Now since E[X?] < 0o, X is bounded in £2, and
thus by an application of Jensen’s inequality, it follows that

E[X;] = E[(E[X | 7a))?] < E[E[X? | F]] = E[X?] < oo

Jensen’s inequality can be applied since ¢ : @ — 22 is a convex function from R to R, and the
last equality follows by the law of total expectation. This gives us that E[X2] is bounded in £2,
and so we can apply Levy’s upward theorem for martingales and the convergence of £2 bounded
martingales to say that hm Xn = Xoo = E[X | Fs| for the filtration Foo = |J;2; Fi- Then it only

remains to show that X XOO almost surely.

Claim 13.1. Almost surely we have

lim &,(X — Xpt1) = | X — Xl
n—00

With this claim, we note that
E[gn(X - XnJrl)] = E[&nE[X - Xn+1 | fnJrl]] =0

and since &,(X — X,,41) is bounded in £2? and uniformly integrable, by the dominated convergence
theorem,
E[X - Xoo] - E[ lim {n(X - Xn—i—l)] = lim E[f(X - Xn—i—l)] =0
n—oo n—oo

from the claim. But since E[X — X] = 0, we have X = X, almost surely. The final step is to
prove the claim. If X (w) = X (w) for some w € €, then the claim naturally holds. In the case that
X(w) > Xoo(w), then for n > N for sufficiently large N we must have X (w) > X,,(w), so we set
&, = 1 to get the claim. The same argument holds if X (w) < X (w), except we choose &, = —1,
and with the claim, the embedding theorem has been proved. ]

Proof of Skorokhod Embedding Theorem. Notice that if we take the binary splitting martingale from
Dubins embedding, then since X, is supported on at most two values based on E(z1,x2,...2y),
we can use the stopping time seen in Example 4.1. Next, we construct a sequence of times 79 <
1 < 7o <--- with lim,,_yoo 7, = 7 defined as

T = inf {t > 701 Bt) ¢ (fu(B(1), ..., B(ra_1),&n) for &, = j:l)}

such that E[X2] = E[r,] and B(7,) ~ X,. Notice that by the strong Markov property, {B(7,_1 +

(B)

t) — B(Tn—1) }+>0 is independent of the Brownian filtration Fz,”,, and so we can confirm that the

distribution of each B(7,) would indeed match that of X,, as planned. To verify that we indeed
have E[X?2] = E[r,,], we use the law of total expectation

]E[Tn - Tn—l] = E[E[Tn — Tp—1 | FB) H

Tn—1

= E[E[(B(7) = B(a-1))* | FL2 ]

=E[E[(B() = B(7a-1)°]] = E[(Xn — Xn-1)’]
where the last line follows by the strong Markov property since it asserts that (B(7,) — B(7,_1))? is
independent of the filtration fT(B_) . The desired result then follows by properties of the martingale,

n

ZE —tn-1] = D E[(Xn — Xp1)?] = E[X]]
j=1

Now, we use the dominated convergence theorem and £? convergence

E[r] = lim E[r,] = lim E[X?] = E[X?] < oo

n—oo n—oo
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Furthermore, by the continuity of Brownian motion, lim, . B(7,) = B(7), which converges in
distribution to lim,,_oc X, = X as shown. ]
Finally, we can prove Donsker’s invariance principle after the introduction of a lemma.

Lemma 14. Let B(t) be a linear Brownian motion. Then for any random variable X with mean
zero and variance one, there exists a sequence of stopping times

O=mp<T <M<
such that
(1) The sequence {B(ty)}n>0 has the distribution of a random walk and its increments have
the law of X.
(2) For the sequence of C[0,1] random functions {Z,(t) : n > 0} now constructed from the
random walk {B(7,) }n>0, so that

Z,(t) = B%) where B(u) = B(ru)) + (u— [u))(B(rpus1) — Blria)))

we have the following sup-convergence

B(nt)
Vn

Proof. To prove the first part, we develop an inductive argument using the Skorokhod embedding
theorem to claim that the following construction is valid.

Zn(t) -

lim IF’( sup

n—oo 0<t<1

>s>:()

Claim 14.1. There exists a sequence of stopping times 0 =19 < 11 < 179 < --- such that B(,) is
the embedded random walk with E[r,] = n.

By the embedding theorem, we first define a stopping time 71 such that E[r;] = 1 and B(m) 4x ,

which sets the base case. For the inductive step, suppose we have 75 a stopping time such that

E[rx] = k and B(7y) 2 X. Then by the strong Markov property of Brownian motion, since
{B'(t) :== B(m +t) — B(1k) }>0
is independent of the filtration F*(74), we can consider another stopping time 7j_x+1 such that

E[rk—k+1] = 1 and B'(Tk—k+1) 2 X. Then notice that if we define Thtl ‘= Tk + Thok+1, We get
E[rg+1] = 1+ E[rx] = k + 1 and that B(7xy1) is the (k + 1)th entry of the sequence which has
increments given by the law of X due to our construction of 7_; 1.

For the second part we define the event E,, that the distributions Z,(t) and W, (t) :=

converge, which is to say that there exists ¢ € [0, 1] such taht | Z,,(t) — W (t)| > . Then our theorem
will be proven if we show that lim,,_,., P(E,) = 0. In the partitioning of the unit interval, let k be
the integer that contains ¢ in the sense that (k —1)/n <t < k/n. Since this interval is between
integers, Z,(t) is defined by its linear interpolation, so we have

B\(/Tg) > e} U {3 t € [0,1] such that N Wn(t)’ > e}

Next, by scaling invariance, we can substitute B(1) = /nW, (7 /n) to get
E, = E; C {3t €[0,1] such that |Wy(rx/n) — Wy(t)| > €}
U {3t € [0,1] such that |Wy(7%—1/n) — Wa(t)| > €}
And then for 0 < § < 1, we can further generate the inclusion by splitting based on stopping times:
E, =E; C {3s,t€[0,2] such that [s — t| <6, |Wy(s) — Wy(t)] > ¢}
U {3t € [0,1] such that |rp/n —t| V |1_1/n —t| > 5}

L:Lf) do not

E, C {EI t € [0,1] such that — Wh(t)
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Notice that by this redfinition, the first event is independent of n, so then since Brownian motion
is continuous, we can choose arbitrarily small 6 > 0 to make the probability as small as possible,
hence can send it to zero. Then all we need to show is that the second converges to zero, for which
since originally ¢ € [(k — 1)/n, k/n], we obtain

P {3t € [0,1] such that |7 /n —t|V |tp_1/n—t| >0}

<o{ (U)o

T — (k—1) k— 711
<P — ) >/2 —— ) >6/2, =0
< {lgggn( )z /}+{1§,:gn( 2z /}

As the last step towards our proof, we will show that each of the summands indeed converges to
zero as n — 0o. To see this, first note that

o Ta 1 o 1 _
lim — = lim ;(Tk—ml)—gggo ;Tkﬁk+1—1

where the convergence to 1 follows by the Komlmogorov law of large numbers since E[r_541] = 1
for all k£ by construction. Next, it remains to notice that since lim,, o, 7,/n = 1, we would also
have that

[T — K _

lim sup 0

Hence, the probabilities being added converge to zero, and so does lim,,_,o P(E,,), which was our
original objective. O

Proof of Donsker’s Invariance Princple. With the lemma, we can prove Donsker’s theorem simply
by validating one of the conditions of the Portmanteau theorem for the sequence Z,, and W, (t).
With definitions consistent with the lemma, let K C C[0, 1] be closed. We define

K(e):={f €Cl0,1] : || f — gllsup < € for some g € K'}
From this definition, we have the following probabilistic inequality
P(Z, € K) <P(W, € Kle]) + P(|| 2, — Wh||sup > €

From the previous lemma, we know that
lim IP’( sup |2, — Wy| > E) =0
To treat the second term, notice that since we can choose epsilon arbitrarily, we have

lim lim P(W, € K(¢)) = lim P(B € K(€)) = P(B € NesoK (e) = P(B € K)

n—o00 e—0+ e—0+

So then the inequality becomes

lim P(2, € K) <P(BcK)

n—o0

and by an application of the Portmanteau theorem, it follows that Z, () ipB (t) as desired. O
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5. STOCHASTIC CALCULUS

5.1. Setting up the stochastic integral. As mentioned before, the nowhere differentiability of
Brownian motion poses a significant problem with regards to how one might formulate a proper and
intuitive calculus for it, especially in the absence of a limiting behavior. An extremely successful
approach turns out to be to start with the integral, and after demonstrating convergence in a
mean-square sense, further the theory of differentiation and differential equations. We mark the
foundations of stochastic calculus in this section, as well as look at some key results like Ito’s
formula and explore some of its applications.

Definition 5.1.1 (Progressively Measurable processes). A process {X(t,w) : t > 0,w € Q} is
called a progressively measurable process if for each t > 0, the map X : [0,¢] x Q — R is measurable
with respect to the o-algebra B([0,t]) ® F(t), where B is a Borel measure and F is the complete
filtration.

Lemma 15. Any non-anticipating process that is either left or right-continuous is also progressively
measurable.

We do not prove this lemma, but a relatively straightforward proof can be found in [MP10].
Equipped with this and the notion of £ convergence, however, we now define the stochastic
integral, whose existence will be our main focus for a majority of this section.

Let {F(t,w) :t > 0,w € O} be a progessively measurable process that is of the form

w) = Z fi(w) L, 40, (t) for 0 <ty <t < -+ <tpyq and F(¢;) measurable f;

which analogous to the classical case, can define the integral finitely as

| s Zfz i) - B(t))

Now we must show that every progressively measurable process can be expressed as the limiting
behavior of a sequence of progressively measurable processes {F), },en, and for this the definition
of the stochastic integral of F' would be

/000 F(s)dB(s) := lim h F,.(s)dB(s)

n—oo 0

Naturally, this raises several questions about existence and convergence, which we address in the
next definition.

Definition 5.1.2. Let F' be a progressively measurable process such that E fo 5)2ds < co. We
define the stochastic integral to then be
[o.¢]
/ F(s)dB(s) = lim | Fy(s)dB(s)
n—oo

where the convergence will be proven in the £? sense, but can be extend to generalized spaces beyond
L? (see [SP14]). However, we require for the integral the following conditions to be satisfied:

(1) Existence of limz’tmg behavior: Every progressively measurable process {F(t,w) : t > 0,w €
O} with E fo s)2ds < oo can be approximated by progressively measurable step processes
H,, in the ¢? norm sense.

(2) Monotone convergence for the limiting sequence: For each of these sequences the above
limiting integration relation holds in an £? sense.

(3) Invariance: The limit is independent of the chosen sequence H,,.

The first lemma we introduce towards forming the stochastic integral will prove (1):
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Lemma 16. For every progressively measurable process F with properties as above, there is a
sequence of progressivley measurable processes F,, such that lim, o ||F — Fy||2 = 0.

Proof. We prove this lemma and form a proper approximation through three different convergence
results with measures:

(1)

Approximation by a bounded progressively measurable process: If we define a
form of cut-off at time n > 0 with F,, as F,(s,w) := F(s,w) for s < n and F,(s,w) =0
otherwise, then clearly we get lim, ,o ||F — F,||2 = 0. Next we consider the truncation
F,(s,w) := min{F(s,w),n} for large n on a finite interval, for which the ¢ convergence
also holds.

Approximation by a bounded, a.s. continuous, progressively measurable pro-
cess: Let h = 1/n, and setting F'(s,w) = F(0,w) for negative s, we can define a continuous
process through the average

1 S
F,(s,w) = h/ hF(u,w)du
s—

which taken over past entries, is non-anticipating. It is almost surely continuous, and thus
by the aforementioned lemma, F), is a progressively measurable process. The furthermore,
as an average, the following limiting behavior is clear:

S S
lim 1/ F(u,w)du = lim 1/ F(u,w)du = F(s,w)
s—h h—0t+ h s—h

Finally, it remains to show that we indeed have convergence in an ¢2 sense. This is a simple
consequence of the dominated convergence theorem over LP spaces, and so we also have
limy, 00 [|[F' — Fy|l2 = 0.

Approximation by a step process: The bounded, almost surely continuous and pro-
gressively measurable function defined above can easily be converted into a step process by
defining F),(s,w) := F(k/n,w) for j/n < s < (j+1)/n. It is easy to check both progressive
measurability and the desired limiting behavior, completing the proof.

O

Next, following a quick lemma, we can move on to proving the last two properties.

Lemma 17. For F' a progressively measurable step process such that Efooo F(s)%ds < oo, we have

that

1) [(/Ooo F(s)dB(5)>2] :E/OOO F(s)?ds

Proof. Due to the strong Markov property, this lemma becomes relatively easy to prove since the

cross terms vanish. We consider the progressively measurable step process F' = Zle fily

itit1]

E </OOO F(s)dB(S )

ZZfzf] H—l (ti))(B(tj-i-l) _B(tj))

i=1 j=1

= ZE [F2(Bltis) = B(t)*| + 23 E[fify (Bltin) = B(t:)) (B(ty+1) — B(t;) | F(t,) ]

i#j

k 00
—ZE[J@ (i) = Bt)] = SRRt — 1) = [ Foas
=1

Notice that this lemma leads directly to the following corollary:
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Corollary 17.1. Suppose that for a progressively measurable step process {Fy,(s,w)}nen we have

lim IE/ (Fpp — Fn)%ds =0
0

m,n—00

then we can make a similar statement mean-squared sense for the stochastic integral, namely it

follows that ,
( /0 T Fs) — Fn(s)dB(S)>

This final corollary allows us sufficient background to summarize and develop the results into
one comprehensive theorem that addresses (2) and (3) from the original definition, completing the
formulation of the stochastic integral for step processes.

Iim E

m,n—00

=0

Theorem 18 (The stochastic integral for step processes). Let F' be a progressively measurable
process. Suppose that {F,}nen is a sequence of progressively measurable step processes such that

lim IE/ (F — F,)%ds =0
0

n—oo

Then the stochastic integral is defined as
o0

lim [ F(s)dB(s) = /O ~ F(s)dB(s)

n—oo 0

which is convergent in an L* sense and is independent of the sequence F,. Furthermore, we also

have that . ) .
E(/O F(s)dB(S)) :E/O F(s)%ds

Proof. Applying the triangle inequality to Corollary 17.1 qualifies F,, for its assumption and so it
follows that [;° F,,(s)dB(s) is a Cauchy sequence in £2 by virtue of the assertion of Corollary 17.1.
Thus the stated limit exists, and independence of choice comes from the Corollary as well. The
last statement holds simply because of Lemma 17 applied to F;, under the limit. ]

While we have achieved the existence of the stochastic integral, the problem of continuity remains
since the theorem only works for progressively measurable step processes. Fortunately, there is a
natural extension into continuity, which we prove in the following theorem.

Theorem 19. Suppose we have a progressively measurable process {F(s,w) : s > 0,w € Q} such
that Efg F(s,w)?ds < oo for all t. Then there almost surely exists a continuous modification of
fg F(s,w)dB(s) that is a martingale so that Efg F(s,w)dB(s) =0 for all t.

Notice that our bounds of [0, 00) have been replaced by finite bounds. This comes from a simple
addition to our definition of the stochastic integral: we define F(0) (s, w) := F(s,w)ls<s, as a
progressively measurable process based on {F(s,w) : s > 0,w € Q} such that E [° F(s)?ds < oo.
Clearly, all properties are preserved, but due to the updated definition for the process s > ty, we
have the stochastic integral up to ¢y as

/0 t F(s)dB(s) := / h F®)(5)dB(s)

0
Proof. Moving on to the proof, our general goal will be to embed the properties of the stochastic
integral for the progressively measurable processes to a continuous martingale Y'(¢) that is in the
question. Let F), be a sequence of step processes such that we can fix large ¢y to have ||F,, —
F(to) |2 — 0, and so by the corollary and the argument in the previous theorem,

E(/OOO Fo(s) — F(to)(s)dB(s))Q =0
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Naturally for s < t, [ F,(u)dB(u) is F(s) measurable, and beyond that [} Fy(u)dB(u) is inde-
pendent of the filtration due to a variant of the strong Markov property. This makes

{Xn(s) = /OS Fo(u)dB(u):0<s< to}

a martingale for all n. Based on the limiting behaviour of X,,(s), we define another martingale

{Y(t) —E| /O " Plu) dB(u) | Fn)]0<i< to} such that ¥ (o) = /O " P(u)dB(u)

But now notice that by Doob’s Maximal inequality,

E{ sup (Xn(t)—Y(t))Q} :E{ sup </0tFn(8) dB(s)—Y(t))Q}

0<t<tq 0<t<tq
2

< 4E(/0t0 Fo(s) dB(s) — Y(to))

= 4E</Ot0 F,(s) — F(s) dB(s)>2 —0asn— o0

Thus, Y (), as the limiting behaviour of the continuous time martingale X,,(¢), is a continuous time
martingale itself. Taking the limit in an £? sense, we can examine properties of Y'(¢) in the context
of X,,(t): for 0 <t < tp, the random variable f(f H(u)dB(u) must now be F(t) measurable, while

the remaining portion of ftto H(u)dB(u) is independent of the filtration and has zero expectation.
But this leads to the following

V() =Bl (o) | F(0) =E[ [ Plu) aB(u) | 7(0)

]E[/OtF(u) dB(u) ]]—"(t)} +E[/t
:/tF(u) dB(u)—i—E[ " P dB(u)] :/tF(u) dB(u)
0 0

proving that Y (¢) is matches fot F(u) dB(u), making the latter a suitable continuous analog for the
stochastic integral. O

to

F(u) dB(u) | F(1)]

t

5.2. Tto’s Formula and Applications. Apart from formulating the stochastic integral, Ito was
also responsible for producing results that extensively characterized the nature of stochastic calculus
and furthered the scope of integration of such functions. In this next section, we look at his
eponymous formula, stated without proof as a rigorous proof is somewhat involved. One can find
this proof, along with a much more rigorous and deeply measure theoretic treatment of the topic,
in [SP14]. The book also delves extensively into the many applications of Ito’s formula in stochastic
differential equations; however, a more application-centric text with arguably less rigor is [Call2],
which lays heavy focus on the resultant Black-Scholes equation and other applications of stochastic
calculus to finance. With that, we now provide Ito’s formula in two different versions:

Theorem 20 (Ito’s Formula I). Let f : R — R be a twice continuously differentiable function such
that Efg f'(B(s))?ds < 0o for some t > 0. Then almost surely for 0 < s < t, we have

FB) = 1(B0) = [ £ (BB + 5 [ (B

Ito’s formula can be thought of as the fundamental theorem of calculus for stochastic processes,
and plays a large role in the solution of stochastic differential equations as we will see in the following
examples. That being said, we now state another version of Ito’s formula that is more general.
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Theorem 21 (Ito’s Formula II). Let {W(s) : s > 0} be an increasing, continuous and non-
anticipating stochastic process. Let f : R — R be a twice continuously differentiable function in x,
and a continuously differentiable function in y. Then if

E/Ot ((%f(B(s),W(s)))st < 00

almost surely, for 0 < s <t we have

f(B(s), W(s) — f(B(0), W(0)) Z/OS 3mf(B(U)7W(U))dB(U)+/OS Oy f(B(u), W(u))dW (u)

+% /OS Oz [ (B(u), W (u)du

To see the faculty and sheer applicability of Ito’s formula, consider the Ornstein Uhlenbeck
process.

Example 5.1 (The Ornstein-Uhlenbeck process). The Ornstein-Uhlenbeck process, used to model
the velocity of a large Brownian particle under the influence of friction, obeys the stochastic differ-
ential equation
dX(t) = —aX(t)dt + SdB(t)

A solution in terms of X (t) can be calculated by virtue of Ito’s formula. We start by defining the
function Y (t) = F(t, X (t)) given by f(x,t) = ze*. Notice that in terms of traditional ODEs, the
e term serves as our integrating factor. We have 0, f(z,t) = aze®, 0, f(x,t) = e and finally
Oz f(2,t) = 0. Then we can use Ito’s formula on f(¢, X (t)) to get that

Y (t) - Y(0) = /0 t aX(s)eds + /O t east(SH‘% /0 t Oz f(x,s)ds
=0

t t t
:/ ozX(s)easds—k/ —ozX(s)eo‘sds—i—/ Be**dB(s)
0 0 0

=0
where we used the original SDE dX (t) = —aX (t)dt + fdB(t). Then substituting X (¢) from our
original map, we get

X (t)e™ = X(0) —i—/o fe**dB(s)

or X(t) = X(0)e— + / ' Beal-0ap(s)
0
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