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Abstract

We will introduce the foundations & explore four proofs of the Matrix-Tree theorem, revealing con-
nections between graph enumeration, random walks, and spectral theory and its application.
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1 Introduction & an Overview

The problem of counting the number of spanning trees in a graph is a question that no one wants to answer
through enumeration. I can tell no one loves to count the number of people in the class to take attendance, and
the same goes for spanning trees. The solution to this problem reveals beautiful connections between Graph
theory and Linear Algebra. This paper provides a comprehensive exploration of the Matrix-Tree Theorem.
We begin by establishing the necessary graph-theoretic and linear algebra foundations, introducing concepts
like spanning trees, incidence matrices, and the Laplacian. We will present four distinct proofs: a classical
proof using the Cauchy-Binet formula, a second using the spectral properties of the Laplacian’s eigenvalues,
a third employing combinatorial arguments, and a fourth using random walks. While we are reading the
paper, we will try to get insights and a lot of Aha! Moments, we will also try to prove everything we can.
There is a lot of work covered in this expository paper, but also there are things we didn’t cover, so take
a look at the table of contents. We will also explore Cayley’s theorem as a consequence of the Matrix-Tree
theorem; moreover, we will dive into the applications of the theorem. To excite you, here is a fact you
will come across in the paper: Uniform weighted graphs have the same Laplacian Matrix of the unweighted
version.
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2 Graph Theory Preliminaries

In this section, we define the basic terminology of graph theory that will be used throughout this work. We
focus on the essential properties of graphs that are relevant to the study of spanning trees.

Definition 2.1 (Graph). A simple graph G is an ordered pair (V,E), where V is a finite set of elements
called vertices, and E is a set of unordered pairs of distinct vertices, called edges. Throughout this text,
”graph” will refer to a simple, undirected graph unless otherwise specified.

Definition 2.2 (Degree of a Vertex). The degree of a vertex v, denoted deg(v), is the number of edges
incident to it. A vertex of degree 0 is called an isolated vertex.

Proposition 2.3 (Handshaking Lemma). The sum of the degrees of all vertices in a graph is equal to twice
the number of edges:

∑
v∈V deg(v) = 2|E|.

Proof. This is a direct consequence of double counting. Each edge connects exactly two vertices. Therefore,
when summing the degrees of all vertices, each edge is counted precisely once for each of its two endpoints,
contributing 2 to the total sum. ■

Definition 2.4 (Subgraph). A graph H = (V ′, E′) is a subgraph of a graph G = (V,E) if V ′ ⊆ V and
E′ ⊆ E. If H contains all edges from G that connect vertices in V ′, it is called an induced subgraph.

Definition 2.5 (Path and Cycle). A path is a sequence of distinct vertices v1, v2, . . . , vk where {vi, vi+1}
is an edge for all 1 ≤ i < k. A cycle is a path that starts and ends at the same vertex, with at least three
vertices. A graph is acyclic if it contains no cycles.

Definition 2.6 (Connected Graph). A graph is connected if there exists a path between any two distinct
vertices. A graph that is not connected is called disconnected and is composed of one or more connected
components, which are its maximal connected subgraphs.

Definition 2.7 (Tree and Spanning Tree). A tree is a connected acyclic graph. A spanning tree of a
connected graph G = (V,E) is a subgraph T = (V,E′) that is a tree and includes all the vertices of G (i.e.,
it is spanning). The number of spanning trees of a graph G is denoted by τ(G).

Example 2.8 (Graph Illustrations). The following figures illustrate the concepts defined above. Figure 2.1a
shows a simple graph G1. Figure 2.1b shows a subgraph of G1, and Fig. 2.1c shows a spanning tree of G1.
In G1, the degrees are deg(a) = 2, deg(b) = 3, deg(c) = 2, and deg(d) = 1.

a b

c

d

(a) A simple graph G1.

a b

c

(b) A subgraph of G1.

a b

c

d

(c) A spanning tree of G1.

Figure 2.1: Illustrations of graph theory concepts.

3 Matrix-Tree Theorem Statement

To count the number of spanning trees in a graph can be computationally heavy, so luckily we have the
Matrix-Tree Theorem that states if we have a graph G that is connected with n vertices and L is its
Laplacian matrix. The number of spanning trees of G, denoted by τ(G), is equal to any co-factor of L.
That is, for any choice of row i and column j,

τ(G) = (−1)i+j det(Li,j)

where Li,j is the sub-matrix of L that we obtain by deleting row i and column j.

This section 3 introduces Matrix-Tree theorem statement. You can check more and see explanations at
[Ope14]
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Definition 3.1 (Complete Graph). A complete graph on n vertices, denoted Kn, is a simple graph in which
every pair of distinct vertices is connected by a unique edge. In Kn, the degree of every vertex is n− 1, and
the total number of edges is

(
n
2

)
.

Example 3.2. Count the Number of spanning trees of the following complete graph (K4).

1 2

34

Figure 3.1: The complete graph on 4 vertices (K4).

By Enumeration, the total number of spanning trees is 16.
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Figure 3.2: The 16 Spanning Trees of the Complete Graph K4

LK4
=


3 −1 −1 −1
−1 3 −1 −1
−1 −1 3 −1
−1 −1 −1 3

 L′
K4

=

 3 −1 −1
−1 3 −1
−1 −1 3


And the determinant of the Cofactor L′

K4
made by removing the first row and column is the number of

spanning trees τ(G). It doesn’t matter what entry we choose to remove, as we will see in the Cauchy-Binet
theorem part.

det(L′
K4

) = 3 ·
∣∣∣∣ 3 −1
−1 3

∣∣∣∣− (−1) ·
∣∣∣∣−1 −1
−1 3

∣∣∣∣+ (−1) ·
∣∣∣∣−1 3
−1 −1

∣∣∣∣ = 16

This section 3 introduces Matrix-Tree theorem statement. You can check more and see explanations at
[Ope14]
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We confirmed that K4 has 16 spanning trees, and we are sure that the Matrix-Tree Theorem works. To
sense how much that means, calculating the number of spanning trees can help us create better electrical
networks as we will see in section 12. Now you know what a spanning tree is before going to the next section
that will help us to prove the matrix tree theorem. I want to introduce a nice formula for planar graphs,
which is simply a graph with no two intersecting edges. We will meet this formula again in Section 12

Theorem 3.3.
V − E + C = 1

Where v, E, and C are the number of vertices, the number of edges, and the number of loops, respectively.

Proof. Consider a spanning tree, T , within the connected graph, G. By definition, this spanning tree connects
all V vertices using the minimum number of edges required, which is always V −1. The edges in the original
graph that are not part of this spanning tree are the ones that create the cycles, and the number of these
edges is the total number of edges, E, minus the edges in the spanning tree, so E − (V − 1). Each of
these leftover edges, when added back to the spanning tree, creates one independent cycle. Therefore, the
total number of cycles, C, must be equal to this number of leftover edges, and this gives us the equation
C = E − (V − 1), which simplifies to our desired equation, completing our proof.

■

4 Linear Algebra Representations of Graphs

We now introduce matrix representations of graphs, and introduce interesting properties and prove important
propositions for Matrices like the Incidence Matrix, Degree matrix, Adjacency matrix, and the Laplacian
Matrix for directed and undirected graphs. Let G = (V,E) be a graph with n = |V | vertices labeled v1, . . . , vn
and m = |E| edges labeled e1, . . . , em.

Example 4.1 (Matrix Example Graph). For this section, we will use the graph GM = (V,E) with V =
{1, 2, 3, 4} and E = {e1 = {1, 2}, e2 = {1, 4}, e3 = {2, 3}, e4 = {3, 4}}.

1 2

34

e1

e3

e4

e2

Figure 4.1: The graph GM for Matrices.

Definition 4.2 (Adjacency Matrix). The adjacency matrix A(G) is an n × n matrix where Aiej = 1 if
{vi, vj} ∈ E and 0 otherwise, so the diagonal of the matrix can only contain zero entries, as there is no edge
connecting the vertex to itself except for a self-loop.

Definition 4.3 (Degree Matrix). The degree matrix D(G) is an n×n diagonal matrix where Dii = deg(vi).

Definition 4.4 (Incidence Matrix). To define an incidence matrix I(G) for an undirected graph, we first
assign an arbitrary orientation to each edge as in an electric network. I is an n×m matrix where Iie = +1
if edge e starts at vi, −1 if it ends at vi, and 0 otherwise. For GM , orient each edge from the smaller to
larger indexed vertex.

A =


0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

 D =


2 0 0 0
0 2 0 0
0 0 2 0
0 0 0 2

 I =


1 1 0 0
−1 0 1 0
0 0 −1 1
0 −1 0 −1


This section 4 shows how to present graphs as matrices and propose and prove interesting properties. For
more on this you can check [Gil10], [Seb21], & [Sid18]
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Definition 4.5 (Laplacian Matrix). The Laplacian matrix L(G) is defined as L(G) = D(G) − A(G). Its
entries are given by:

Lij =


deg(vi) if i = j

−1 if i ̸= j and {vi, vj} ∈ E

0 otherwise

For our graph GM :

L = D −A =


2 −1 0 −1
−1 2 −1 0
0 −1 2 −1
−1 0 −1 2


Definition 4.6 (Rank). The rank of the matrix is the number of linearly independent columns in the matrix.
In other words, the number of columns that you cannot get by combining other columns.

Proposition 4.7. The rank of I is n − c, where c is the number of connected components of G. For a
connected graph, the rank is n− 1.

Proof. Let the rows of I be r1, . . . , rn. Each column of I contains exactly one +1 and one −1, so the sum
of its entries is 0. This implies

∑n
i=1 ri = 0, so the rows are linearly dependent and rank(I) < n. To

show the rank is exactly n − 1 for a connected graph, one can show that any set of n − 1 rows is linearly
independent. ■

Proposition 4.8. Every square sub-matrix in I has determinant 0,+1, or −1.

Proof. We prove by induction on the size k of the square sub-matrix. For the base case (k = 1), a 1 × 1
sub-matrix is just a single entry of I. Since the entries are 0,+1, or −1, the determinant is also in this set.
The base case holds. We assume that for some k ≥ 2, any (k−1)× (k−1) sub-matrix of I has a determinant
in {0,+1,−1}. Let S be a k×k sub-matrix. We analyze the columns of the matrix S. The first case is when
S has a column that contains only zeros, then det(S) = 0. The second case is when every column of S has
at least one non-zero entry. Since the columns of S are sub-vectors of columns of I, each non-zero column
must contain either one non-zero entry (±1) or two non-zero entries (+1 and −1). If every column of S has
exactly two non-zero entries, then it must contain one +1 and one −1. If we sum all the row vectors of S,
the result will be the zero vector. This means the rows of S are linearly dependent, and therefore det(S) = 0.
If there exists a column in S with exactly one non-zero entry, then the j-th column of S has exactly one
non-zero entry, say Sij = ±1. We can compute the determinant of S by expanding along this column:

det(S) =

k∑
r=1

(−1)r+jSrj det(Sr,j)

Since only one entry Sij in this column is non-zero, the sum simplifies to

det(S) = (−1)i+jSij det(Si,j) = (±1) · det(Si,j)

Here, Si,j is the (k − 1) × (k − 1) sub-matrix obtained by removing row i and column j. By our inductive
hypothesis, det(Si,j) ∈ {0,+1,−1}. Therefore, det(S) must also be in {0,+1,−1}.
All possible cases are covered, so the induction is complete. ■

Fact 4.9. A square matrix M is invertible if and only if its columns are linearly independent.

Proof. The definition of linear independence states that the columns of M are linearly independent if the
only solution to the equation Mx = 0 is the trivial solution x = 0. We assume M is invertible. This means
an inverse matrix M−1 exists. We consider the equation Mx = 0. We can multiply both sides from the left
by M−1:

M−1(Mx) = M−10

By associativity, this becomes (M−1M)x = 0. Since M−1M is the identity matrix I, we get Ix = 0, which
simplifies to x = 0. Thus, the only solution is the trivial one, which proves that the columns of M are
linearly independent. ■

This section 4 shows how to present graphs as matrices and propose and prove interesting properties. For
more on this you can check [Gil10], [Seb21], & [Sid18]
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Proposition 4.10. If G is connected, a subgraph formed by n− 1 edges is a spanning tree if and only if the
corresponding (n− 1)× (n− 1) sub-matrix of I (with any one row removed) is invertible.

Proof. From Fact 4.9, a matrix M is invertible if its columns are linearly independent. We will prove that
the columns of the sub-matrix are linearly independent if and only if the corresponding set of edges S is
acyclic. Since G is connected and S contains n−1 edges, S being acyclic is the definition of a spanning tree.
Suppose the set of edges S contains a cycle, C. Let the vertices of the cycle be (v1, v2, . . . , vk) and the
corresponding edges be e1 = {v1, v2}, . . . , ek = {vk, v1}. The columns of the incidence matrix corresponding
to these edges are linearly dependent. This linear dependence is preserved in the sub-matrix, so its columns
are linearly dependent, and it is not invertible.
Conversely, suppose the columns of the sub-matrix are linearly dependent. Then there exists a minimal
non-empty subset of columns corresponding to edges S′ ⊆ S that is linearly dependent. A minimal set
of linearly dependent columns in an incidence matrix corresponds to a cycle in the graph. Therefore, S′

contains a cycle, and thus S contains a cycle. ■

Another Proof. Using the same notation, we will give another beautiful proof by relying on the previously
established result that the rank of an incidence matrix of a graph with n vertices and c connected components
is n− c (Proposition 4.7). Assume H is a spanning tree. Since it is, by definition, connected, its number of
connected components is c = 1. According to the rank theorem, the rank of its incidence matrix IH is

rank(IH) = n− c = n− 1

The sum of the n rows of any incidence matrix is the zero vector, which means the rows are linearly dependent.
We have a set of n row vectors whose span is an (n − 1)-dimensional space and which sum to zero. This
implies that any subset containing n − 1 of these rows must be linearly independent. If a subset of n − 1
rows were linearly dependent, their span would have a dimension less than n− 1. Since the final row is just
a linear combination of the others, adding it back would not increase the dimension, which would contradict
the fact that the rank is n− 1. Therefore, any n− 1 rows of IH form a basis for its row space. The matrix
M is formed by taking exactly such a set of n − 1 rows, so its rows are linearly independent, which makes
the square matrix M invertible, as we proved in Fact 4.9.
Proving it the other way, if the (n − 1) × (n − 1) matrix M is invertible, its rank must be n − 1. Because
the rows of M are a subset of the rows of the full incidence matrix IH , the dimension of the row space of IH
must be at least the dimension of the space spanned by the rows of M .

rank(IH) ≥ rank(M) = n− 1

But, the matrix IH only has n−1 columns, so its rank cannot possibly exceed n−1. Combining these two facts,
we must have that rank(IH) = n− 1. We again use the rank theorem, which states that rank(IH) = n− c,
where c is the number of connected components of the subgraph H.

n− 1 = n− c =⇒ c = 1

This shows that the subgraph H must be connected. A connected graph with n vertices and n− 1 edges is,
by definition, a tree. Since it includes all the vertices of G, it is a spanning tree of G. ■

Proposition 4.11. For a graph G with an oriented incidence matrix I, L = IIT .

Proof. We check the entries of IIT , where we analyze the diagonal entries and the non-diagonal entries. The
diagonal entry (IIT )ii =

∑m
k=1 I

2
ik. The term I2ik is 1 if vertex vi is incident to edge ek and 0 otherwise.

The sum is therefore the total number of edges incident to vi, which is deg(vi) = Lii. For the non-diagonal
entries (IIT )ij =

∑m
k=1 IikIjk. A term IikIjk is non-zero only if both vi and vj are incident to edge ek. This

occurs only if ek = {vi, vj}. In this case, one of Iik, Ijk is +1 and the other is −1, so their product is −1.
If no edge connects vi and vj , the sum is 0. This matches Lij = −1 for an edge and 0 otherwise, and this
makes the Laplacian matrix L, completing the proof. ■

Definition 4.12 (Symmetric Matrix). A square matrix A is said to be symmetric if it is equal to its own
transpose, A = AT . That is, the entry in the i-th row and j-th column is equal to the entry in the j-th row
and i-th column for all i and j.

This section 4 shows how to present graphs as matrices and propose and prove interesting properties. For
more on this you can check [Gil10], [Seb21], & [Sid18]
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Definition 4.13 (Eigenvalue and Eigenvector). A non-zero vector v ∈ Rn is called an eigenvector of an
n × n square matrix L, if there exists a scalar λ such that Lv = λv. The scalar λ is called the eigenvalue
corresponding to the eigenvector v. For the Laplacian matrix L, there is always a linearly dependent column,
which means there is always a 0 eigenvalue.

Proposition 4.14. For any vector u ∈ Rn, the quadratic form is uTLu =
∑

{x,y}∈E(ux − uy)
2.

Proof. We use the result from Proposition 4.11, L = IIT , and using (AB)T = BTAT .

uTLu = uT (IIT )u = (uT I)(ITu) = (ITu)T (ITu)

This is the dot product of the vector v = ITu with itself, ∥v∥2. The components of v are indexed by edges.
For an edge e oriented from x to y, the corresponding component of v is ux − uy. So by summing over the
edges, uTLu =

∑
e={x,y}∈E(ux − uy)

2. ■

Proposition 4.15. L is a real symmetric matrix. Its smallest eigenvalue is 0, and the multiplicity of this
eigenvalue is equal to c, the number of connected components of G.

Proof. Let λ = 0 be an eigenvalue with eigenvector x. Then Lx = 0. From the proof of Proposition 4.14,
this implies xTLx = 0, which means

∑
{vi,vj}∈E(xi − xj)

2 = 0. Since each term is non-negative, every term

must be zero. Thus, for every edge {vi, vj}, we must have xi = xj . This means that all vertices in the same
connected component must have the same corresponding value in the eigenvector x. If G has k connected
components C1, . . . , Ck, we can construct k linearly independent eigenvectors for λ = 0. For each component
Ci, define a vector x(i) where entries are 1 for vertices in Ci and 0 otherwise. Each such vector is in the
null space of L, and they are mutually orthogonal. The dimension of the null space (eigenspace of λ = 0)
is therefore k. For a connected graph (k = 1), the eigenvalue 0 has multiplicity 1, and its eigenvector is the
all-ones vector 1. ■

Proposition 4.16. rank(L) = n− c.

Proof. The rank of a symmetric matrix is n minus the multiplicity of the eigenvalue 0. From the previous
proposition, this is n− c. ■

Definition 4.17. The adjugate of an n × n matrix M , denoted adj(M), is the transpose of its cofactor
matrix. It satisfies the following identity M ·adj(M) = adj(M) ·M = det(M) ·I, where I is the n×n identity
matrix.

Now, we are comfortable to go to the next section where we will use the Cauchy-Binet theorem to give a
first proof for the Matrix-Tree theorem.

5 Cauchy-Binet Theorem & Matrix-Tree Theorem First Proof

Theorem 5.1. Let G be a connected graph with n vertices and L its Laplacian matrix. The number of
spanning trees of G, denoted by τ(G), is equal to any cofactor of L. That is, for any choice of row i and
column j,

τ(G) = (−1)i+j det(Lij)

where Lij is the submatrix of L obtained by deleting row i and column j.

Theorem 5.2 (The Cauchy-Binet Theorem). Let A be an m× n matrix, and let B be an n×m matrix. If
m > n, then det(AB) = 0. If m ≤ n, then

det(AB) =
∑
S

(detA[S])(detB[S]),

where S ranges over all m-element subsets of the columns of A and rows of B.

Example 5.3. Let A be a 2× 3 matrix and B be a 3× 2 matrix.

This section 5 introduces The cauchy-Binet Theorem and a first proof for the Matrix-Tree Theorem. You
can see more on this at [Ope14], [Seb21], & [Ste23]
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A =

[
a1 a2 a3
b1 b2 b3

]
B =

c1 d1
c2 d2
c3 d3



det(AB) =

Cols 1 & 2︷ ︸︸ ︷∣∣∣∣a1 a2
b1 b2

∣∣∣∣ · ∣∣∣∣c1 d1
c2 d2

∣∣∣∣+
Cols 1 & 3︷ ︸︸ ︷∣∣∣∣a1 a3

b1 b3

∣∣∣∣ · ∣∣∣∣c1 d1
c3 d3

∣∣∣∣+
Cols 2 & 3︷ ︸︸ ︷∣∣∣∣a2 a3

b2 b3

∣∣∣∣ · ∣∣∣∣c2 d2
c3 d3

∣∣∣∣
Now our goal is to prove that adj(L) = τ(G) ·J , where J is the all-ones matrix. This is equivalent to proving
that the statement of the Matrix-Tree theorem is true because it implies all the co-factors of L are equal to
each other, and their common value is the number of spanning trees.
The proof proceeds in two main steps. First, we show that adj(L) must be a multiple of the all-ones matrix
J . Second, we identify that multiple as τ(G).

Proposition 5.4. For any graph G with Laplacian L, adj(L) is a constant multiple of the all-ones matrix
J .

Proof. From the ad-jugate identity, we have L · adj(L) = det(L) · I. Because 0 is an eigenvalue of L,
det(L) = 0. Therefore:

L · adj(L) = 0 (the zero matrix)

We consider two cases for the graph G.
Case 1: G is disconnected. If G is disconnected, it has c ≥ 2 components. We know that rank(L) = n− c ≤
n − 2. This means that any (n − 1) × (n − 1) sub-matrix of L must be singular, so its determinant is 0.
By definition, every co-factor of L is zero. Thus, the co-factor matrix is the zero matrix, and its transpose,
adj(L), is also the zero matrix. In this case, adj(L) = 0 · J , so the proposition holds.
Case 2: G is connected. If G is connected, then rank(L) = n − 1. The relation L · adj(L) = 0 implies
that every column vector of adj(L) is in the null space of L. Since G is connected, we proved that the null
space of L (the eigen-space of the eigenvalue 0) is one-dimensional and is spanned by the all-ones vector, 1.
Therefore, every column of adj(L) must be a scalar multiple of 1. Let the j-th column be αj1. The ad-jugate
matrix has the form:

adj(L) =


α1 α2 · · · αn

α1 α2 · · · αn

...
...

. . .
...

α1 α2 · · · αn


Since L is a symmetric matrix, its ad-jugate adj(L) must also be symmetric. For the matrix above to be
symmetric, we must have α1 = α2 = · · · = αn. Let this common scalar be α. Then:

adj(L) = α · J

Since rank(L) = n− 1, at least one co-factor is non-zero, so α ̸= 0. This completes the proof. ■

We now prove that α = τ(G). Since all co-factors of L are equal to α, we only need to compute one of them.
Let’s compute the (1, 1) cofactor, which is det(L11), where L11 is L with the first row and column removed.

Proof of Kirchhoff’s Theorem. Let I be an oriented incidence matrix for G. We know L = IIT . Let I1 be
the matrix I with its first row removed. Then the sub-matrix L11 can be written as L11 = I1I

T
1 . So, we

want to compute det(I1I
T
1 ).

Here, I1 is an (n− 1)× |E| matrix. We use the Cauchy-Binet Formula for the determinant of a product of
non-square matrices.

det(I1I
T
1 ) =

∑
F⊆E,|F |=n−1

det((I1)F ) · det((IT1 )F )

where (I1)F is the (n− 1)× (n− 1) sub-matrix of I1 with columns corresponding to the edges in the set F .
This simplifies to

det(L11) =
∑

F⊆E,|F |=n−1

(det((I1)F ))
2

This section 5 introduces The cauchy-Binet Theorem and a first proof for the Matrix-Tree Theorem. You
can see more on this at [Ope14], [Seb21], & [Ste23]
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By combining Proposition 4.8 and Proposition 4.10, we know (det((I1)F ))
2 is equal to 1 if F forms a spanning

tree, and 0 otherwise. The sum therefore counts a ’1’ for every subset of n− 1 edges that forms a spanning
tree, and this is the definition of τ(G).

α = det(L11) = τ(G)

This completes the proof of the Matrix-Tree Theorem. ■

6 Cayley’s Formula via Prüfer Codes

We will try the Matrix-Tree theorem on a complete graph Kn for illustrative purposes.

1

23

4

5 6

Figure 6.1: The complete graph on 6 vertices (K6).

τ(K6) = det


5 −1 −1 −1 −1
−1 5 −1 −1 −1
−1 −1 5 −1 −1
−1 −1 −1 5 −1
−1 −1 −1 −1 5

 = 64 = 1296

This value, 1296, turns out to be nn−2, and so it is for every other complete graph.

Theorem 6.1 (Cayley’s Formula, 1889). The number of spanning trees of a complete graph Kn, which is
the number of labeled trees on n vertices, is nn−2.

We will prove this theorem by proving that the number of labeled trees on n vertices is nn−2. Any such
labeled tree is by definition a spanning subgraph of Kn, and since Kn contains all possible edges, any
spanning tree of Kn is a labeled tree on n vertices. The two sets are therefore identical.

Definition 6.2 (Prüfer Code Encoding). Let a labeled tree T have a vertex set V = {1, 2, . . . , n}. We start
with T1 = T . For each step i = 1, . . . , n− 2:

1. Find the leaf with the smallest label in the current tree Ti. Let this leaf be bi.

2. Identify the unique neighbor of bi in Ti and call this neighbor ai.

3. The tree for the next step, Ti+1, is formed by removing the vertex bi and its incident edge from Ti.

The sequence of neighbors, P (T ) = (a1, a2, . . . , an−2), is the Prüfer code of the tree T .

Example 6.3 (A tree on 6 vertices). Let’s apply this algorithm to the following tree on n = 6 vertices. The
steps to generate the code are summarized in the following table: The procedure stops after n− 2 = 4 steps
and the generated Prüfer code is the sequence of neighbors: A = (a1, a2, a3, a4) = (1, 1, 4, 4).

This section 6 is about cayley’s theorem and a proof via Prüfer Codes. See [Rub23], [Lin19a], & for more
proofs [AZ99]
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2

3 1 4

5

6

Figure 6.2: A labeled tree on 6 vertices.

Table 6.1: Prüfer code generation for the tree in Fig. 6.2.

Step (i) Smallest Leaf (bi) Neighbor (ai) Remaining Tree Ti+1 Vertices

1 2 1 {1, 3, 4, 5, 6}
2 3 1 {1, 4, 5, 6}
3 1 4 {4, 5, 6}
4 5 4 {4, 6}

Remark 6.4. In our example, after removing {2, 3, 1, 5}, the vertices {4, 6} are left. The final edge is
therefore {4, 6}. This encoding gets the entire tree structure in only n− 2 numbers.

Now, to prove that the correspondence between the tree and the code is a bijection, we must show that any
sequence A = (a1, . . . , an−2) can be decoded into a unique tree.

Definition 6.5 (Prüfer Code Decoding). Given a code A = (a1, . . . , an−2) and a set of vertex labels S =
{1, . . . , n}:

1. For i = 1, . . . , n−2, we find the smallest number bi ∈ S that is not in the tail of the code {ai, . . . , an−2}.

2. We add the edge {bi, ai} to the tree.

3. We remove bi from S.

4. After the loop, S contains two vertices, say u and v We add the final edge {u, v}.

Example 6.6 (Decoding a code for n=7). We let n = 7 and the code be A = (2, 2, 4, 1, 7). Let S = {1, . . . , 7}.

• Step 1: Code tail is (2, 2, 4, 1, 7). The set of available vertices not in the code is {3, 5, 6}. The smallest
is b1 = 3. Edge: {3, 2}. Remove 3 from S.

• Step 2: Code tail is (2, 4, 1, 7). Vertices in S \ {3} not in the tail are {5, 6}. Smallest is b2 = 5. Edge:
{5, 2}. Remove 5 from S.

• Step 3: Code tail is (4, 1, 7). Vertices in S \ {3, 5} not in the tail are {2, 6}. Smallest is b3 = 2. Edge:
{2, 4}. Remove 2 from S.

• Step 4: Code tail is (1, 7). Vertices in S \ {3, 5, 2} not in the tail are {4, 6}. Smallest is b4 = 4. Edge:
{4, 1}. Remove 4 from S.

• Step 5: Code tail is (7). Vertices in S \ {3, 5, 2, 4} not in the tail are {1, 6}. Smallest is b5 = 1. Edge:
{1, 7}. Remove 1 from S.

The remaining vertices in S are {6, 7}. The final edge is {6, 7}. The reconstructed tree has edges {{3, 2}, {5, 2},
{2, 4}, {4, 1}, {1, 7}, {6, 7}}.

Proof of Cayley’s Formula. The encoding and decoding procedures are inverses of each other. This estab-
lishes a bijection between the set of labeled trees on n vertices and the set of sequences of length n− 2 with
elements from {1, . . . , n}. The number of such sequences is nn−2. ■

Section 7 shows a proof of the Matrix-Tree theorem via eigenvalues. See [GR13] & [Gil10]
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7 The Eigenvalue Connection: A Second Proof

We now present a second, powerful proof for the number of spanning trees, this time using the eigenvalues
of the Laplacian matrix. This approach provides a beautiful link between the combinatorial structure of a
graph and the algebraic properties of its matrix representation. We will prove the following theorem.

Theorem 7.1 (Matrix-Tree Theorem, Eigenvalue Form). Let G be a connected graph with n vertices and
Laplacian matrix L. Let λ1, λ2, . . . , λn−1 be the non-zero eigenvalues of L. The number of spanning trees is
given by:

τ(G) =
1

n

n−1∏
i=1

λi

The proof hinges on analyzing the characteristic polynomial of the Laplacian, P (λ) = det(λI −L), from two
different viewpoints.
By definition, the roots of the characteristic polynomial are the eigenvalues of the matrix. If the eigenvalues
of L are λ1, λ2, . . . , λn, we can write the polynomial in a factored form:

P (λ) = (λ− λ1)(λ− λ2) · · · (λ− λn) =
n∏

i=1

(λ− λi)

From Proposition 4.15, we know that for a connected graph, exactly one eigenvalue is 0. Let’s set λn = 0.
The expression becomes:

P (λ) = (λ− λ1)(λ− λ2) · · · (λ− λn−1) · (λ− 0) = λ

n−1∏
i=1

(λ− λi)

Our goal is to find the coefficient of the λ1 term in this polynomial. Let’s expand the product part.

n−1∏
i=1

(λ− λi) = λn−1 −

(
n−1∑
i=1

λi

)
λn−2 + · · ·+ (−1)n−1

n−1∏
i=1

λi

The last term shown in fuchsia is the constant term (the term with λ0) of this expansion. When we multiply
the entire expression by the leading λ, this constant term becomes the coefficient of our target λ1 term.

P (λ) = λ

(
λn−1 − · · ·+ (−1)n−1

n−1∏
i=1

λi

)
= λn − · · ·+

(
(−1)n−1

n−1∏
i=1

λi

)
λ

So, from the eigenvalue perspective, the coefficient of λ is (−1)n−1
∏n−1

i=1 λi.
There is a general formula for the characteristic polynomial of any n × n matrix M , where the coefficients
are given by the sums of its principal minors.

det(λI −M) = λn − c1λ
n−1 + c2λ

n−2 − · · ·+ (−1)n−1cn−1λ+ (−1)ncn

where ck is the sum of all k × k principal minors of M . A k × k principal minor is the determinant of a
sub-matrix formed by selecting k rows and the same k columns.
We are interested in the coefficient of the λ1 term, which is (−1)n−1cn−1. The term cn−1 is the sum of all
(n − 1) × (n − 1) principal minors. An (n − 1) × (n − 1) principal minor of L is det(Lii), where Lii is the
matrix L with row i and column i removed.

cn−1 =

n∑
i=1

det(Lii)

So, from this perspective, the coefficient of λ is (−1)n−1
∑n

i=1 det(Lii).

Section 7 shows a proof of the Matrix-Tree theorem via eigenvalues. See [GR13] & [Gil10]
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Now we have found two different expressions for the same coefficient of the characteristic polynomial. By
equating them, we can build our final proof.

(−1)n−1
n−1∏
i=1

λi︸ ︷︷ ︸
From Eigenvalues

= (−1)n−1
n∑

i=1

det(Lii)︸ ︷︷ ︸
From Minors

n−1∏
i=1

λi =

n∑
i=1

det(Lii)

Now, we use the main result of the Matrix-Tree Theorem, which we proved in the previous section using the
Cauchy-Binet formula. It states that all the co-factors det(Lii) are equal to the number of spanning trees,
τ(G). By substituting in the right-hand side and some easy manipulation we get that

det(L11) = det(L22) = · · · = det(Lnn) = τ(G)

n∑
i=1

det(Lii) =

n∑
i=1

τ(G) = n · τ(G)

n−1∏
i=1

λi = n · τ(G)

τ(G) =
1

n

n−1∏
i=1

λi

Completing our colored proof. ■

8 More Proofs of the Matrix Tree Theorem

Combinatorial Proof. By the Leibniz formula, the determinant of the (n− 1)× (n− 1) matrix Lnn is:

det(Lnn) =
∑

σ∈Sn−1

sgn(σ)

n−1∏
i=1

(Lnn)i,σ(i)

where the sum is over all permutations σ of the set {1, 2, . . . , n − 1}. The entries of Lnn are given by the
Laplacian definition:

(Lnn)ij = Lij =


deg(vi) if i = j

−1 if i ̸= j and (vi, vj) ∈ E

0 otherwise

We can interpret each term in the determinant sum as a collection of signed, directed graphs. A single term
corresponds to a permutation σ. From this σ, we construct a set of functional directed graphs, denoted
D(σ). Each graph D ∈ D(σ) has vertex set V and n− 1 directed edges, one originating from each non-root
vertex {v1, . . . , vn−1}. The edges are chosen as follows:

• For each i where σ(i) = i (a fixed point), we select the matrix entry Lii = deg(vi). We draw a directed
edge from vi to one of its deg(vi) neighbors in G.

• For each i where σ(i) ̸= i, we select the matrix entry Li,σ(i), which is non-zero only if it is −1. We
must draw the directed edge (vi, vσ(i)).

This section shows other proofs of the Matrix-Tree theorem. See [GR13], [Lin19b], & [Ric13]
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Let S be the set of all such functional digraphs obtainable from all permutations. The value of the determi-
nant is the sum of the signs of all these graphs:

det(Lnn) =
∑
D∈S

sign(D)

where the sign of a graph D derived from permutation σ is defined as sign(D) = sgn(σ) · (−1)k, with k being
the number of edges (vi, vj) where i ̸= j.
Every vertex vi for i < n has an out-degree of 1, and vn has an out-degree of 0. Therefore, any path starting
from a non-root vertex must either terminate at the root vn or enter a directed cycle. Thus, every graph
D ∈ S consists of a set of disjoint cycles on vertices {v1, . . . , vn−1} and a set of directed paths forming a tree
rooted at vn.
Let SC ⊂ S be the subset of graphs containing at least one cycle. We define an involution ϕ : SC → SC that
pairs up graphs so their signs cancel. For any D ∈ SC :

1. Identify the directed cycle C in D that contains the vertex vi with the smallest index i.

2. Define ϕ(D) = D′ to be the graph identical to D, but with the direction of every edge in C reversed.

The map ϕ is an involution because applying it twice restores the original graph: ϕ(ϕ(D)) = D. We now
show that sign(D′) = −sign(D).
Let the cycle C have length m. Reversing its edges corresponds to changing the underlying permutation σ
to a new permutation σ′ by composition with an m-cycle. This multiplies the permutation sign by (−1)m−1.
Additionally, reversing m edges means we are choosing m different off-diagonal entries, which multiplies the
(−1)k part of the sign by (−1)m. The total change in sign is:

∆(sign) = (−1)m−1 · (−1)m = −1

Thus, sign(D′) = −sign(D). Every graph in SC is paired with another of opposite sign, so their total
contribution to the sum is zero: ∑

D∈SC

sign(D) = 0

The only graphs in S that are not in SC are those with no cycles. A functional digraph on V with n − 1
edges and no cycles must be a spanning tree where all paths are directed toward the root vn. Let ST be this
set of cycle-free graphs. The determinant is now simply:

det(Lnn) =
∑

D∈ST

sign(D)

For any spanning tree D ∈ ST , all of its edges must be of the form (vi, vj) where vj is a neighbor of vi,
corresponding to diagonal entries Lii in the determinant product. This implies:

• The underlying permutation must be the identity permutation (σ(i) = i for all i), for which sgn(σ) =
+1.

• No off-diagonal entries are used, so the factor (−1)k is (−1)0 = +1.

Therefore, the sign of every surviving spanning tree is sign(D) = (+1) · (+1) = 1. Then

det(Lnn) =
∑

D∈ST

1 = |ST | = τ(G)

This completes the proof. ■

This proof uses probability to count the number of spanning trees. The strategy is as follows. We use
something called Wilson’s Algorithm, which generates every possible spanning tree of a graph with equal
probability, which means that the probability of generating a specific tree is P(T ) = 1/τ(G). We will then
calculate P(T ) using a different method based on the properties of the random walks in the algorithm, and
this will give us a second expression for the probability. By setting the two expressions equal to each other,
we can solve for τ(G).

This section shows other proofs of the Matrix-Tree theorem. See [GR13], [Lin19b], & [Ric13]
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Definition 8.1 (Simple RandomWalk). Imagine a person walking on the vertices of the graph. At each step,
they move from their current vertex to one of its neighbors, choosing each neighbor with equal probability.
This process is a simple random walk. We can describe this with a matrix P , where Pij is the probability of
moving from vertex vi to vj in one step.

Definition 8.2 (Wilson’s Algorithm). This algorithm builds a random spanning tree step-by-step. We first
pick any vertex v to be the root, the start of our tree, then we pick any vertex x that is not yet in the tree.
After that, we start a random walk from x and keep walking until we hit any vertex that is already part of
the tree. The path we just walked might have cycles but we only care about the direct path, so we erase any
loops. This direct path is called a Loop-Erased Random Walk (LERW). Finally, we add this new, simple
path to your tree and go back picking a new vertex not yet in the tree until all vertices are included. The
final result is a spanning tree.

Random Walks Proof. Because Wilson’s algorithm is uniform, we have

P(T ) =
1

Total number of spanning trees
=

1

τ(G)

Now for the clever part, the probability of generating the tree T is the product of the probabilities of
generating each of its branches in a specific order, and the probability of generating a single branch (a
LERW) depends on the choices made at each step of the random walk.
Imagine the walk is at a vertex x; the probability of it moving to a specific neighbor y is 1/ deg(x). However,
the walk might loop around before committing to a path. The mathematics of these loops and paths can
get complicated, involving concepts like the Green’s function. However, a remarkable thing happens when
we multiply all these step-by-step probabilities together for the entire process of building the tree T . All the
complex intermediate terms cancel each other out in a beautiful way.
The probability of Wilson’s algorithm, starting with root v, generating the specific tree T simplifies to

P(T ) =
1

det(Lij)

where Lij is the Laplacian matrix with the row and column for the root vertex v removed. We now have
two different but equal expressions for the same probability:

1

τ(G)
=

1

det(Lij)

τ(G) = det(Lij)

Since our choice of the root vertex v was arbitrary, this remarkable formula holds for any vertex in the graph.
This completes our proof. ■

9 Matrix Tree Theorem In other types of graphs

Till now, we have proved the Matrix Tree theorem for Simple Graphs and complete graphs, but I still want
to calculate the number of spanning trees in Complete bipartite graphs and weighted graphs.

Definition 9.1. Complete bipartite graphs A bipartite graph is divided into two sets A and B containing
vertices n and m where each edge connects a vertex from A with a vertex from B, and because it is a
complete graph, each vertex in A or B is connected to all the other vertices in the opposing set. You can
see an example in Figure 9.1.

Theorem 9.2. The Number of spanning trees in a Complete bipartite graph Kn,m is nm−1mn−1. I have a
habit of trying to see if the theorem works, so we are expecting the number of spanning trees to be 32000. I
am sure we are both lazy to count 32000 trees, so let’s prove it. It’s easier.

This section 9 counts the number of spanning trees for other types of graphs. See [Oca11]
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Set A (n = 5)

Set B (m = 4)

Figure 9.1: A complete bipartite graph K5,4.

Proof. We use the Matrix Tree Theorem, which states that the number of spanning trees t(G) for a graph
with k vertices is given by the product of its non-zero Laplacian eigenvalues (λi), divided by k

t(G) =
1

k

k−1∏
i=1

λi

For Kn,m, the number of vertices is k = n+m.
The product of all these non-zero eigenvalues,

∏
λi, is the product of (n+m) appearing once, n appearing

m− 1 times, and m appearing n− 1 times. This can be written out explicitly as:

(n+m)× (n× n× · · · × n)︸ ︷︷ ︸
m−1 times

× (m×m× · · · ×m)︸ ︷︷ ︸
n−1 times

n+m−1∏
i=1

λi = (n+m)1 · nm−1 ·mn−1

By substituting this product back into the theorem’s formula

t(Kn,m) =
1

n+m

(
(n+m) · nm−1 ·mn−1

)
t(Kn,m) = nm−1mn−1

■

Definition 9.3. Weighted graphs G = (V,E,w) where V is a set of vertices, E is a set of edges connecting
pairs of vertices, and w is a weight function assigning a real-valued weight to each edge is a weighted graph.

Conjecture 9.4. The Number of spanning trees in the weighted graph shown in Figure 9.2 with a weighted
edge of 5 is five times the number of spanning trees a non-weighted version has. This is the first thing that
came to my mind.

Now let’s prove or disprove it.

Proof. The Matrix Tree Theorem states that the number of spanning trees is any co-factor of the graph’s
Laplacian matrix, L. The Laplacian is defined as L = D −A.

Lweighted =


2 −1 −1 0 0
−1 3 −1 −1 0
−1 −1 4 −1 −1
0 −1 −1 2 0
0 0 −1 0 1

 = Lunweighted

This section 9 counts the number of spanning trees for other types of graphs. See [Oca11]
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5 5

5

5 5

5

Figure 9.2: A weighted Graph

Both D and A depend only on the graph’s structure. Adding weights does not change the degree of any
vertex or the existence of any edge. Thus, the Laplacian matrix L is identical for both the unweighted
graph and its weighted version and since the Laplacian matrix does not change, the number of spanning
trees calculated from it cannot change either. This formally proves that the number of spanning trees is
independent of uniform edge weights. Disproving our proposition ■

10 Algorithms Comparison

The Matrix-Tree Theorem provides the theoretical basis for several distinct algorithms to compute the num-
ber of spanning trees, τ(G). The choice of method depends on the graph’s properties and the computational
context. This section provides a detailed comparison, followed by pseudo-code for each primary algorithm.

Table 10.1: Detailed comparison of algorithms for counting spanning trees.

Method Core Mathematical Idea Use Case & Remarks Complexity

Matrix Determinant The number of spanning trees equals
any co-factor of the Laplacian matrix,
L.

This is the most practical algorithm
for general graphs. It is computa-
tionally efficient and numerically sta-
ble, with complexity determined by
the determinant calculation (e.g., us-
ing LU decomposition).

O(n3)

Eigenvalue Method The number of spanning trees is the
normalized product of the non-zero
eigenvalues of L.

Theoretically insightful but compu-
tationally less efficient. While hav-
ing the same big-O complexity, eigen-
value algorithms often have larger
constant factors and can be less sta-
ble than determinant calculations.
Best for graphs with known spectra.

O(n3)

Cayley’s Formula A direct combinatorial result from bi-
jection like Prüfer sequences.

Extremely fast but highly special-
ized. This is not a general algorithm;
it applies exclusively to the complete
graph Kn. Its speed comes from be-
ing a closed-form formula.

O(logn)

Method 1: The Determinant Algorithm

This method is the standard for computational software. It directly implements the co-factor form of the
Matrix-Tree Theorem.

This section 10 basically compress time complexities. For more see [Gee25]
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1 function CountTreesDeterminant(Graph G):

2 // G has n vertices and m edges

3 n = G.vertex_count ()

4 if n == 0: return 0

5

6 // Construct the n x n Laplacian matrix L

7 L = construct_laplacian(G)

8

9 // Create an (n-1) x (n-1) submatrix

10 L_sub = remove_row_and_col(L, index =0)

11

12 // The result is the determinant of this submatrix

13 return determinant(L_sub)

Listing 1: Pseudocode for the Determinant Algorithm

Explanation: The algorithm first constructs the Laplacian ‘L‘. It then forms a sub-matrix by removing
the first row and column (any index would work). The final step is to compute the determinant of this
smaller matrix, which directly yields τ(G).

Method 2: The Eigenvalue Algorithm

This algorithm implements the eigenvalue form of the theorem. It is less common in practice due to higher
computational overhead and potential numerical precision issues.

1 function CountTreesEigenvalue(Graph G):

2 // G has n vertices and m edges

3 n = G.vertex_count ()

4 if n <= 1: return n

5

6 // Construct the n x n Laplacian matrix L

7 L = construct_laplacian(G)

8

9 // Compute all eigenvalues of L

10 eigenvalues = compute_all_eigenvalues(L)

11

12 // Multiply all non -zero eigenvalues

13 product = 1.0

14 for λ in eigenvalues:

15 if abs(λ) > 1e-9: // Check if λ is non -zero

16 product = product * λ
17

18 // Normalize the product and round to the nearest integer

19 return round(product / n)

Listing 2: Pseudocode for the Eigenvalue Algorithm

Explanation: After constructing the Laplacian, this algorithm finds all its eigenvalues. It then iterates
through them, multiplying all values that are not close to zero (to account for floating-point inaccuracies).
The final product is normalized by dividing by ‘n‘.

11 Electrical Networks

The origins of the Matrix-Tree Theorem are deeply connected to the analysis of electrical circuits. Gustav
Kirchhoff’s 1847 paper established the fundamental laws governing current and voltage distribution and

Section 11 introduces Electric networks with a connection between graph theory. See [Kir03], & [Ric13]
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these laws, when expressed in the language of linear algebra, reveal a connection between physics and graph
theory. To formalize this, consider a network (graph) with n nodes and m edges. We arbitrarily assign a
direction to each edge.

Theorem 11.1 (Kirchhoff’s First Law - The Current Law (KCL)). The sum of currents entering any node
from the network, plus any external current supplied to that node, is zero.

Kirchhoff’s First Law - The Current Law (KCL)

This law describes the conservation of charge as we can represent it using the incidence matrix, I, of
the graph. For a graph with n nodes and m edges, I is an m× n matrix where

Iev =


+1 if edge e starts at node v (flows away)

−1 if edge e ends at node v (flows towards)

0 otherwise

We let i be the m × 1 vector of currents on each edge and f be the n × 1 vector of external currents
supplied to each node. KCL is then stated

IT i = f

The matrix-vector product IT i calculates the net current flowing away from each node and for a closed
system with no external sources (f = 0), the equation becomes IT i = 0. This means the vector of
physically possible currents, i, must lie in the null space of IT .

Theorem 11.2 (Kirchhoff’s Second Law - The Voltage Law (KVL)). For any closed loop which is a cycle
in the language if graphs in the network, the sum of the potential differences across the edges of the loop is
zero.

Kirchhoff’s Second Law - The Voltage Law (KVL)

This law implies that the node potentials are well-defined. Let x be the n × 1 vector of potentials at
the nodes. The potential difference (voltage) pe across an edge e from node u to node v is pe = xu−xv.
This relationship for all edges can be captured in a single matrix equation:

p = Ix

Here, the incidence matrix I acts as a discrete gradient operator (∇), mapping node potentials (a
0-form) to edge potential differences (a 1-form). KVL is the statement that the vector of potential
differences, p, must be in the column space of the incidence matrix, Col(I). A vector is in
Col(I) if and only if the sum of its components around any cycle is zero. This space is the orthogonal
complement of the cycle space. Therefore, KVL is the discrete analogue of the vector calculus identity
curl(grad(f)) = 0.

Theorem 11.3 (Ohm’s Law). The current ie on an edge e is directly proportional to the potential difference
pe across it, mediated by the edge’s conductance ce (where ce = 1/re and re is the resistance).

ie = cepe

Ohm’s Law

This provides a link between voltage and current. We can express this for the entire network using a
diagonal m×m conductance matrix, C, where Cee = ce. The matrix form of Ohm’s Law is

i = Cp

By combining the three laws, we can solve for the node potentials x from the external currents f .

1. IT i = f (KCL)

Section 11 introduces Electric networks with a connection between graph theory. See [Kir03], & [Ric13]
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2. i = Cp (Ohm’s Law)

3. p = Ix (KVL satisfied by definition)

Substituting (3) into (2) gives us i = C(Ix). Substituting this into (1) gives the fundamental equation
of network analysis

(ITCI)x = f

ITCI is the graph’s Laplacian matrix.

Kirchhoff’s 1847 Spanning Tree Formula

The most remarkable part of Kirchhoff’s original paper was his general solution for the currents. He
found that the solution for every current in the network shared a common denominator. He calculated
this denominator, D, by stating it is the sum of all expressions of the form c1c2 · · · cn−1, where the
edges corresponding to the conductances ci form a spanning tree of the network.
This is the Matrix-Tree Theorem! Decades before it was formalized with modern linear algebra, Kirch-
hoff discovered that the key to solving the entire system was a combinatorial sum over all spanning
trees. The quantity he calculated by hand is exactly what we now compute as the determinant of any
co-factor of the Graph Laplacian matrix L.

det(Lco-factor) =
∑

T∈spanning trees

∏
e∈T

ce

This determinant represents the total conductance of the network and is fundamental to determining
the effective resistance between any two nodes and as the number of spanning trees goes higher, the
more redundant the network is, bearing more errors with less loss.
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