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Abstract
This expository paper introduces basic principles of numerical integration. It details the scenarios in which each
principle is employed, how they are utilized, and the errors generated by each principle. The paper provides an
overview on the core quadrature methodology. It explores numerous quadrature rules and variants, and their
formulae. Going past quadrature on a one-dimensional plane, this paper explores numerical integration in a
multidimensional plane.
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I Introduction

I.I What is a Quadrature

A method utilized to approximate a definite integral,
∫ b

a
f(x) dx numerically or analytically. A quadrature

is additionally defined as a method of squaring. It is the construction of a square figure with the utilization of
a compass and straight edge device, to produce a figure with the exact area of the shape itself. The area of a
plane geometric figure can be calculated by dividing the figure into an array of shapes (not necessarily squares)
with known areas and then determining the limit of the sum of the areas of the shapes.

I.II Methodological Overview
This method of numerical integration requires the selection followed by the evaluation of abscissa on the

integrand f(x), which produces an approximation for the value of the definite integral. Different methods of
quadrature integration entail the use of different weights, and the selection of the method of quadrature inte-
gration in addition to the selection of the optimum points for quadrature should be on the basis of the nature
of the integrand f(x) in order to provide the most accurate value for the approximation of the definite integral.
All quadrature methods have the same basic structure: the multiplication of a quadrature weight by the sum
of the evaluated integrand at certain abscissa.

∫ b

a

f(x) dx ≈ w1f(p1) + w2f(p2) + · · · + wnf(pn)

=
n∑

i=1
f(pi)wi (1)

where pi = quadrature point, n = number of abscissa, wi = weight
.
The complexity, and henceforth the method of quadrature integration utilized for a certain integrand is depen-
dant on a) the dimension and b) the smoothness of the integrand.

II Elementary Rules

II.I Rectangular Rule
(a) A numerical integration method which approximates the integral of a function using a rectangle. The

rectangles are utilized to find the area under the curve. This rule is used for piecewise constant approx-
imation.
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Figure II.I: An approximation for the integral of a function using the rectangular rule
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(b) For the rectangle rule, the interpolatory function must be a polynomial of degree zero, which passes
through ( a+b

2 , f( a+b
2 )), as denoted on Figure II.I.

• Assume the function to be integrated as: ∫ b

a

f(x) dx

• Then one must divide the interval [a, b] into m sub-intervals. The width of the rectangles used is based
on the interval of integration. Either a single rectangle could be utilized to span across the width of
the entire interval of integration, or the interval can divided into m sections of the same length, and
therefore m number of rectangles would be used in approximation, with each rectangle having the width
of the smaller sub-interval. Each of the sub-intervals is of equal length h = b−a

m
• In each sub-interval, one approximates the value of f by f(x∗

j ), which applies the midpoint rule over the
sub-interval, x∗

j here being used to denote the midpoint.

For example, x∗
1 would be calculated as:

x∗
1 = a + b − a

2m
(2)

x∗
2 as:

x∗
2 = x∗

1 + b − a

m
(3)

x∗
3 as:

x∗
2 = x∗

1 + 2b − a

m
(4)

and so on. Until:

x∗
m = x∗

1 + (m − 1)b − a

m
(5)

• The area of each rectangle becomes f(x∗
1)h, f(x∗

2)h, f(x∗
3)h, . . . , f(x∗

m)h
• Therefore the integration is calculated as∫ b

a

f(x) dx ≈ f(x∗
1)h + f(x∗

2)h + f(x∗
3)h + ... + f(x∗

m)h (6)

≈ h[f(x∗
1) + f(x∗

2) + f(x∗
3) + ... + f(x∗

m)] (7)

• As a greater number of rectangles is used, the value of approximation becomes more accurate, since
each rectangle becomes thinner, and its height becomes a better representation of the value of the the
function in the interval (the height of the rectangle is the value of the function at the midpoint of its
base)

∫ b

a

f(x) dx = lim
h→0

h[f(x∗
1) + f(x∗

2) + f(x∗
3) + ... + f(x∗

m)] (8)

n → ∞ as h → 0, since h = b−a
m and (b − a) is a constant
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(c) Error Analysis of the Rectangle Rule
As polynomial interpolation is used in the approximation of definite integrals, the error can be calculated
using the error formula for polynomial interpolation. The error, E, can be written as:

E =
∫ b

a

f(t) dt −
∫ b

a

p(t) dt =
∫ b

a

f(t) − p(t) dt (9)

Furthermore, the error formula for the interpolation over (n+1) points brings E to be:

E =
∫ b

a

f(t) − p(t) dt (10)

=
∫ b

a

fn+1(c)
(n + 1)! (t − x0)(t − x1)(t − x2)...(t − xn) dt (11)

=
∫ b

a

fn+1(c)
(n + 1)!

n∏
i=0

(t − xi) dt (12)

Let (t − x0)(t − x1)(t − x2)...(t − xn) be ω(t)
Now we consider the case:

ω(t)
∣∣
[a,b] ≥ 0 or

ω(t)
∣∣∣∣
[a,b]

≤ 0 (13)

The rectangle rule is evidently an example of this case, as ω(t) = t − a always proves to be positive.
Henceforth, the rectangle rule can be displayed as:

E = fn+1(c)
(n + 1)!

∫ b

a

ω(t) dt (14)

= f ′(c)
∫ b

a

(t − a) dt (15)

= f ′(c)
2 · (b − a)2 (16)

The interval (b − a), as showcased above, is to the the power of 2. The higher the power it is raised to,
the error greatly decreases as the width of the interval does.

II.II Trapezoidal Rule
(a) A numerical integration method which approximates the integral of a function using a trapezoid. The

area under the curve is evaluated by dividing this area into smaller trapezia. This rule is used for
piecewise linear approximation.
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a = x0 x1 xj−1 xj xn−1 b = xn
x

y

y = f(x)

Figure II.II: An approximation for the integral of a function using the trapezoidal rule

(b) For the trapezoidal rule, the interpolatory function must be a polynomial of degree one (a straight line)
which passes through (a, f(a)) and (b, f(b))

• Assume the function to be integrated as: ∫ b

a

f(x) dx

• One must divide the interval [a, b] into m sub-intervals, each of equal length h = b−a
m

• The sum of the area of these m trapezia provides an approximation for the area under the curve.

The area of the first trapezium can be found by adding the area of the triangle and of the rectan-
gle

A1 = area of triangle + area of rectangle

= 1
2[f(x1) − f(a)] + f(a)h (17)

= 1
2h[f(a) + f(x1)] (18)

The area of the second can be calculated as:

A2 = 1
2h[f(x1) + f(x2)] (19)

The area of the third can be calculated as:

A3 = 1
2h[f(x2) + f(x3)] (20)

The area of the penultimate trapezium can be calculated as:

AP = 1
2h[f(xm−2) + f(xm−1)] (21)

And the area of the last trapezium can be calculated as:

Am = 1
2h[f(xm−1) + f(b)] (22)
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Finally, the total area can be approximated as:∫ b

a

f(x) dx = 1
2h[f(a) + f(x1) + f(x1) + f(x2) + · · · + f(xm−2) + f(xm−2)+

f(xm−1) + f(xm−1) + f(b)] (23)

= b − a

m

(
f(a)

2 +
m−1∑
k=1

(f(a) + k

(
b − a

m

))
+ f(b)

2 (24)

(c) Error Analysis of the Trapezoidal Rule
Like the rectangle rule, the trapezoidal rule is too an evident example of the case displayed in (13), as
ω(t) = (t − a)(t − b). From a to b, ω(t) < 0, since (t − b) < 0 and (t − a) > 0.
The error for the trapezoidal rule can be written as:

ET = f ′′(c)
2

∫ b

a

(t − a)(t − b) dt (25)

= f ′′(c)
2 ·

(
− (b − a)3

6

)
(26)

= −f ′′(c)
12 · (b − a)3 (27)

II.III Simpson’s Rule
(a) A method of numerical integration used for piecewise quadratic approximation. It approximates the

integral of a function by the quadratic interpolant. There are 2 variants, Simpson’s 1/3 Rule and
Simpson’s 3/8 Rule.

a a+b
2

b

y = p(x)

y = f(x)

x

y

Figure II.III: An approximation of the function f(x) by p(x) using Simpson’s rule

II.III.I Simpson’s 1/3 Rule
(a) When the 1/3 rule is applied to m sub-intervals of equal length in the [a,b] interval, weights of 2/3 and

4/3 are alternatively given to points in the interval.
Simpson’s 1/3 rule is based on polynomials of degree 2, and can be stated as:∫ b

a

f(x) dx ≈ 1
3h[f(a) + 4f

(
a + b

2

)
+ f(b)] (28)

≈ b − a

6 [f(a) + 4f

(
a + b

2

)
+ f(b)] (29)

Assuming the function to be integrated was∫ b

a

f(x) dx
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And h to be
h = b − a

2
(b) This formula can be derived in two ways, the first making use of the trapezoidal and midpoint rules

The trapezoidal rule states
T = 1

2(b − a)(f(a) + f(b)) (30)

And the midpoint rule states

M = (b − a)f
(

a + b

2

)
(31)

The weighted average of these formulae, T +2M
3 , gives us the Simpson’s 1/3 rule.

The second way to derive Simpson’s 1/3 rule is to replace the function, f(x), with a quadratic polyno-
mial, p(x), which uses the values at the beginning and end of the interval, a and b respectively, and the
midpoint of these two values.
p(x) can be calculated using a Lagrangian Interpolating Polynomial, as shown below:

p(x) = f(a) (x − m)(x − b)
(a − m)(a − b) + f(m) (x − a)(x − b)

(m − a)(m − b) + f(b) (x − a)(x − m)
(b − a)(b − m) (32)

by integrating the polynomial we find that:∫ b

a

f(x) dx = b − a

6 [f(a) + 4f

(
a + b

2

)
+ f(b)] (33)

= 1
3h[f(a) + 4f

(
a + b

2

)
+ f(b)] (34)

where
h = b − a

2
When there is an oscillatory interval of integration, the interval must be broken up into many smaller
intervals. Simpson’s 1/3 rule must them be applied over each of these sub-intervals, and then these
values added together in order to provide a value for the approximation of the integral.

• Assume the function to be integrated as ∫ b

a

f(x) dx

• Divide the interval [a, b] into m sub-intervals, each of equal length h = b−a
m

• We next have to introduce the point xi = a + ih, where i is 0 ≤ i ≤ m
• Finally, the integral can be approximated as:∫ b

a

f(x) dx ≈ 1
3h

m
2∑

i=1
[f(x2i−2) + 4f(x2i−1) + f(x2i)] (35)

≈ 1
3h[f(x0) + 4f(x1) + 2f(x2) + 4f(x3) + 2f(x4) + ... + 4f(xm−1) + f(xm)] (36)

≈ 1
3h[f(x0) + 4

m
2∑

i=1
f(x2i−1) + 2

m
2 −1∑
i=1

f(x2i) + f(xm)] (37)

II.III.II Simpson’s 3/8 Rule
(a) Simpson’s 3/8 rule can be stated as:∫ b

a

f(x) dx ≈ 3
8h[f(a) + 3f

(
2a + b

3

)
+ 3f

(
a + 2b

3

)
+ f(b)] (38)

≈ b − a

8 [f(a) + 3f

(
2a + b

3

)
+ 3f

(
a + 2b

3

)
+ f(b)] (39)
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Assuming the function to be integrated was∫ b

a

f(x) dx

And h to be

h = b − a

3
(b) Simpson’s 3/8 rule uses cubic interpolation, unlike Simpson’s 1/3 rule, which uses quadratic interpola-

tion.
• Assume the function to be integrated as ∫ b

a

f(x) dx

• Divide the interval [a, b] into m sub-intervals, each of equal length h = b−a
m

• We next have to introduce the point xi = a + ih, where i is 0 ≤ i ≤ m
• Finally, the integral can be approximated as:∫ b

a

f(x) dx ≈ 3
8h

m
3∑

i=1
[f(x3i−3) + 3f(x3i−2) + 3f(x3i−1) + f(x3i)] (40)

≈ 3
8h[f(x0) + 3f(x1) + 3f(x2) + 2f(x3) + 3f(x4) + 3f(x5) + 2f(x6)... + 3f(xm−1) + f(xm)] (41)

≈ 3
8h[f(x0) + 3

m−1∑
i=1

f(xi) + 2
m
3 −1∑
i=1

f(x3i) + f(xm)] (42)

II.III.III Proving Simpson’s Rule

Proof. Consider the area under a parabola y with equation y = ax2 + bx + c

x

f(x)

(−h, y0)

(h, y2)

(0, y1)

If we integrate the area enclosed within the red lines above, we get:∫ h

−h

(ax2 + bx + c) dx =
[

ax3

3 + bx2

2 + cx

]h

−h

(43)
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= (ah3

3 + bh2

2 + ch) − (−ah3

3 + bh2

2 − ch) (44)

= 2ah3

3 + 2ch (45)

= h

3 (2ah2 + 6c) (46)

The parabola passes through (−h, y0), (0, y1) and (h, y2). If we substitute these points into y = ax2 + bx + c,
we obtain the equations

y0 = ah2 − bh + c (47)
y1 = c (48)
y2 = ah2 + bh + c (49)

From these equations, we can deduce that:

c = y1 (50)
and

2ah2 = y0 − 2y1 + y2 (51)
which is the sum of equation (1) and (3) By substituting these equations into A = h

3 (2ah2 + 6c), we have

A = h

3 (2ah2 + 6c) (52)

= h

3 (y0 − 2y1 + y2 + 6y1) (53)

= h

3 (y0 + 4y1 + y2) (54)

Now, we can consider the area of the parabola for the next 3 points:

A = h

3 (y2 + 4y3 + y4) (55)

Adding the 2 areas together, we obtain:

A = h

3 (y0 + 4y1 + 2y2 + 4y3 + y4) (56)

If we keep going, we finally arrive at Simpson’s rule:∫ b

a

f(x) dx ≈ h

3 (y0 + 4y1 + 2y2 + 4y3 + 2y4 + ... + 4yn−1 + yn) (57)

□

II.III.IV Error Analysis of the Simpson’s rule
For the Simpson’s rule, we consider the case ∫ b

a

ω(t) dt = 0

The definite integral of the next Newton polynomial in the interval will equal 0. Therefore, adding a point
to the interpolation will not affect the value of the approximation of the integral produced. The error can be
calculated by adding another point to the polynomial interpolation. To carry out the error finding, one must
double the midpoint so the node set equates to:

X = {a,
a + b

2 ,
a + b

2 , b} (58)

The subsequent Newton polynomial can be written as:

ω(t) = (t − a)(t − b)
(

t − a + b

2

)2
(59)
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Since ω(t)
∣∣
[a,b] ≤ 0,

ES = f (4)(c)
24

∫ b

a

(t − a)(t − b

(
t − a + b

2

)2
dt (60)

= f (4)(c)
2880 (b − a)5 (61)

II.IV Lagrange Interpolation

Figure II.IV: A Lagrange interpolating polynomial (black line) passing through the points marked.
A Lagrange interpolating polynomial is a polynomial which passes through m points, and is of the degree
≤ (m − 1).
The greater the value of m, the greater the degree of the Lagrange interpolating polynomial. There will be
greater oscillation between points, meaning a worse approximation of the function between them, but greater
accuracy at the points. The polynomial is calculated as:

p(x) = (x − x2)(x − x3)...(x − xm)
(x1 − x2)(x1 − x3)...(x1 − xm)y1 + (x − x1)(x − x3)...(x − xm)

(x2 − x1)(x2 − x3)...(x2 − xm)y2+

... + (x − x1)(x − x2)...(x − xm−1)
(xm − x1)(xm − x2)...(xm − xm−1)ym (62)

and simply displayed as:

p(x) =
n∑

j=1
pi(x) (63)

where

pi(x) = yi

n∏
k=1,̸=i

x − xk

xi − xk
(64)
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Allow p(x) to be a polynomial of degree n, with 0s appearing at x1 and xn. The fundamental polynomial can
be written as:

pν(x) = p(x)
p′(xν)(x − xν) (65)

where
pν(xµ) = δνµ (66)

δνµ denotes what is known as the Kronecker’s delta. This means

δνµ =
{

1 if ν = µ,

0 if ν ̸= µ.

We now consider the values of y1 . . . yn, then

Pn(x) =
n∑

ν=1
yν lν(x) (67)

We now consider l1(x), . . . , ln(x), the fundamental polynomials, the corresponding orthogonal polynomial,pn(x),
and an arbitary distribution dα(x) on the interval of [a, b]∫ b

a

lν(x)lµ(x)dα(x) = λµδνµ (68)

for ν, µ = 1, 2, ..., n, where λν are known as the Christoffel Numbers.

III Quadrature Types
Integrals may be in mutli-dimensional spaces, have complex boundaries, be highly oscillatory, badly behaved

functions, or we may only know the integrand at a few points. This makes the integral extremely hard to solve.
Quadrature is method utilized to approximate a definite integral,∫ b

a

f(x) dx

either by numerical methods and even analytically, when possible. Using quadrature, we deduce the area
bounded by a curve, by making close approximations through the use of carefully selected abscissae and weight-
ing functions.

III.I Gaussian Quadrature
The Gaussian method of numerical integration involves the selection of optimum quadrature points on a curve

at which to evaluate the function. A suitable weight is selected for the points, and this weight is then applied
across this abscissa. The sum of these points with their applied weights produces a value for the approximation
of the definite integral. Gaussian quadrature is designed for polynomials of degree ≤ (2n − 1). Selecting the
right points within the interval [a, b] is crucial in providing the most accurate result.

III.I.I Gauss-Legendre Quadrature
The interval for integration in this rule is most commonly [−1, 1] and the rule can be displayed as∫ 1

−1
f(x) dx ≈

m∑
i=1

wif(xi)

where wi = weight, m = number of abscissa xi = roots of the mth Legendre polynomial
The polynomial utilized in Gauss-Legendre is the Legendre polynomial, a type of orthogonal polynomial. Or-
thogonal polynomials are a set of polynomials defined over a fixed range which follow orthogonality relations.
Assuming the Legendre polynomial to be denoted by Pm(x), the quadrature points are the roots of Pm(x) and
the weights can be displayed as:

wi = Am

Am−1

γm−1

Pm−1(xi)P ′
m(xi)

(69)
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where Am is the coefficient of xm in the polynomial Pm(x), and can be denoted as:

Am = (2m)!
2m(m!)2 (70)

Henceforth,
Am+1

Am
= 2(m + 1)!

2m+1[(m + 1)!]2
2m(m!)2

(2m)! (71)

= 2m + 1
m + 1 (72)

wi can be written as:

wi = 2(1 − x2
i )

(m + 1)2[Pm+1(xi)]2
(73)

γm can be written as: ∫ 1

−1
[Pm(x)]2 dx = 2

2m + 1 (74)

III.I.II Gauss-Jacobi Mechanical Quadrature
The interval for integration in this rule is most commonly [−1, 1] and the rule can be displayed as:∫ 1

−1
(1 − x)α(1 + x)βf(x) dx =

m∑
i=1

wif(xi) + E (75)

The polynomial utilized in Gauss-Jacobi is the Jacobi polynomial, a type of orthogonal polynomial. Assuming
the Jacobi polynomial to be denoted by Pm(x), the quadrature points are the roots of Pm(x) and the weights
can be displayed by:

wi = −2m + α + β + 2
m + α + β + 1

Γ(m + α + 1)Γ(m + β + 1)
Γ(m + α + β + 1)(m + 1)!

2α+β

P
(α,β)′
m (xi)P (α,β)

m+1 (xi)
(76)

and where E can be written as:

E = Γ(m + α + 1)Γ(m + β + 1)Γ(m + α + β + 1)
(2m + α + β + 1)[Γ(2m + α + β + 1)]2

22m+α+β+1m!
(2m)! f (2m) (77)

III.I.III Gauss-Kronod Quadrature
The Gauss-Kronod method is a nested quadrature rule. A nested quadrature is one in which two orders

of rules, higher order and lower order, both exist for a set of abscissa. There are two calculations carried out
for the approximation of the value of the definite integral. One, more accurate, and the other, less accurate.
The more accurate approximation is calculated from the information provided by the calculation of the less
accurate approximation. The quadrature points of a Gauss-Kronod quadrature, known as the Kronod points,
are chosen so that this approximation can be carried out. The difference between the higher and lower order
approximation provides the error. Assume the function to be integrated as∫ b

a

f(x) dx

This can be evaluated using the standard Gaussian quadrature. The Gauss-Kronod is a slight modification of
the Gaussian quadrature, turning the m-point rule into one of order 3m + 1 upon the addition of m + 1 points
to the characteristic 2m − 1 order Gaussian rule. The additional points which are generated are the zeros of
what are known as Stieltjes polynomials, a type of orthogonal polynomial. These additional points enable the
calculation of the high order approximation, with the use of the results of the low order approximation as well.
The error for the approximation of the definite integral can be found by calculating the difference between the
Gaussian rule and its Gauss-Kronod variation. The Gauss-Kronod quadrature can be displayed as:∫ 1

−1
f(x) dx =

m∑
i=1

A
(m)
i f(ξ(m)

i ) +
m+1∑
j=1

B
(m)
j f(x(m)

j ) + R
(m)
K (f) (78)
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where ξ
(m)
i , i = 1, . . . , m are the zeros of the polynomial, A

(m)
i and B

(m)
j are the weights and x(m)j are the

nodes selected in order to produce the degree of 3m + 1.

III.I.IV Gauss-Hermite Quadrature
The Gauss-Hermite quadrature is utilized when the domain is infinite and the function has singularities at

both ends. It can be used to evaluate functions of the following kind∫ ∞

−∞
e−x2

f(x) dx

to produce the rule: ∫ ∞

−∞
e−x2

f(x) dx =
m∑

k=1
Hkf(xk) + E (79)

where
Hi = − 2m+1m!

√
π

H ′
m(xi)Hm+1(xi)

= 2m(m − 1)!
√

π

H ′
m(xi)Hm−1(xi)

(80)

H ′
m(xi) being

H ′
m(xi) = 2mHm−1(xi) = −Hm+1(xi) (81)

and where E can be displayed by

E = m!
√

π

2m(2m)!f
(2m)(ξ) (82)

for some ξ

III.I.V Gauss-Laguerre Quadrature
The Gauss-Laguerre bears similarity to the Gauss-Hermite quadrature, except it goes over an interval of

[0, ∞], and has a weight of e−x The polynomial utilized in Gauss-Laguerre is the Laguerre polynomial, a type of
orthogonal polynomial. The roots of this polynomial provide the quadrature points for evaluation. The weights
can be displayed as:

wi = − Am+1γm

AmL′
m(xi)Lm+1(xi)

(83)

= Am

Am−1

γm−1

Lm−1(xi)L′
m(xi)

(84)

where

γm =
∫ ∞

0
W (x)[Lm(x)]2 dx = 1 (85)

and where Am denotes the coefficient of xm in the Laguerre polynomial.

III.II Radau Quadrature
The Radau quadrature is quite similar to the Gaussian quadrature, and only provides slightly less accuracy.

It too fits all polynomials of degree 2m − 1, though originally designed to fit polynomial of degree 2m. It
integrates over a finite interval, with a unit weighting function, W (x). When an end of the interval becomes
assigned to be a quadrature point, we can assume the interval was changed to be [−1, 1], with the fixed point
being −1. Radau quadrature can be obtained by:

F (µ) = (1 − µ2)P ′
m(µ) (86)

This equation makes it evident that (µj) will have (m + 1) abscissa, with µ = ±1 and (m − 1) zeros of the
polynomial.
The Christoffel numbers can be written as:

λj = 1
m(m + 1) [Pm(µj)]−2 (87)

F (µ) can also be written in the form:

F (µ) = m(m + 1)
2m + 1 [Pm−1(µ) − Pm+1(µ)] (88)
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We can therefore deduce that: ∫ 1

−1
F (µ)µl = 0, l ≤ (m − 2) (89)

As F (µ) is of degree m+1, a quadrature rule based on the zeros of F (µ) will provide an acute approximation for
integrals of the form

∫ 1
−1 F (µ) dµ for all polynomials of degree ≤ (2m − 1). Simply, Radau quadrature provides

the accuracy of a Gaussian quadrature of m points using m + 1 points.
Radau quadrature can finally be written as:∫ +1

−1
f(µ) dµ ≈ 1

m(m + 1)

m+1∑
j=1

f(µj)
[Pm(µj)]2 (90)

III.III Clenshaw-Curtis Quadrature
Clenshaw-Curtis evaluates m + 1 points to a degree of m, whereas Gaussian quadrature is designed to eval-

uate m + 1 points, of degree ≤ (m − 1). While it does not appear so, the Clenshaw-Curtis quadrature provides
accuracy equal to that of a Gaussian quadrature.

Clenshaw-Curtis depends on the expansion of the function through the use of Chebyshev polynomials, and
a change of variables, specifically x = cosθ, and approximation through discrete cosine transformation (DCT).
It integrates function over an interval of [−1, 1]. DCT represents a set of data using a sum of cosine functions
at various frequencies. Clenshaw-Curtis results in nested quadrature, in which the same abscissa are utilized
for two orders of approximation. The quadrature points at which the function is approximated are the roots of
the Chebyshev polynomial, and these values are utilized to evaluate the integral with complete accuracy. The
weights utilized are computed beforehand using what is known as a Fast Fourier transform. The key of the
Clenshaw-Curtis is the variable change, which can be displayed as:∫ 1

−1
f(x) dx =

∫ π

0
f(cos θ) sin(θ) dθ (91)

Carrying out this integration is possible if we can calculate the cosine series for the function. The cosine series
for an even function of f with a period 2L can be displayed as

f(x) = c0

2 +
∞∑

n=1

2
L

∫ L

0
f(x)cos

nπx

L
dx cos nπx

L
(92)

The cosine series of f(cosθ) can be written as:

f(cosθ) = a0

2 +
∞∑

n=1
akcos(k0) (93)

which means that the function can be integrated as:∫ π

0
f(cosθ)sin(θ) dθ = a0 + 2a2k

1 − (2k)2 (94)

Fourier-series integration for a periodic function upto n points (known as the Nyquist frequency) can be accu-
rately computed using n + 1 points of equal spacing and equal weighting. Rather than performing numerical
integration once again, we use a DCT transform to evaluate the integrand, as displayed below:

a2k ≈ 2
N

f(1) + f(−1)
2 + f(0)(−1)k +

N/2−1∑
n=1

{f(cos[nπ/N ]) + f(− cos[nπ/N ])} cos
(

nkπ

N/2

) (95)

This is the most commonly used methodology of Clenshaw-Curtis.
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III.IV Cavalieri Quadrature Formula
Caliaveri’s quadrature can be written as: ∫ a

0
xn dx = 1

n+1 an+1 (96)

For n ≥ 0 When x is raised to a negative power, a singularity generates at x = 0, resulting in:∫ a

1
xn dx = 1

n + 1(an+1 − 1) (97)

where n ̸= −1. A special case originates when n = −1, in which case the integrand is converted to a logarithm.∫ a

1

1
x

dx = ln a (98)

=
∫

lnx + cdx (99)

Cavalieri proved his formula as follows:
The integral of xn is taken, which equates to nxn−1. This value can then be geometrized. We assume xn to be
the volume of an n-cube. The derivative therefore becomes equal to the change in volume as the length along
the sides undergoes a change. This value can be written as xn−1, which can be interpreted as the area of n
faces, each with a dimension of n − 1. Alternatively, the geometrisation of the fundamental calculus theorem,
the stacking of n − 1 cubes forms a pyramid in result, and an n number of these pyramids will result in the
formation of an n cube, thus proving the formula.

III.V Chebyshev Quadrature
In the Chebyshev quadrature, all weights are equal. This quality makes the Chebyshev quadrature far more

efficient than the Gaussian quadrature, and significantly minimizes error in comparison. The quadrature points
are the roots of the Chebyshev polynomial, an orthagonal polynomial associated with the Chebyshev quadrature.
Assume the interval of the function to have been transformed to [−1, 1], so that the rule can be written as:∫ 1

−1
f(x)w(x) dx = W

m∑
k=1

f(xk) + E[f(x)] (100)

Chebyshev evaluates integrals of two kinds: Firstly:∫ +1

−1

f(x)√
1 − x2

dx

This solves as displayed below: ∫ +1

−1

f(x)√
1 − x2

dx ≈
n∑

i=1
wif(xi) (101)

where
xi = cos

(
2i − 1

2n
π

)
(102)

The weighting function can be displayed as:

w(x) = 1√
1 − x2

(103)

W is dictated by the condition that f(x) = 1 and E = 0, it can be displayed as:

W = λ

m
(104)

where
λ =

∫ 1

−1
w(x)dx (105)

We now consider π(x), the Lagrange interpolating polynomial for the first order Chebyshev polynomial
π(x) = (x − x1)(x − x2) . . . (x − xm)
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f(x) can be denoted as the special case:

f(x) = 1
u − x

(106)

The quadrature rule can therefore be written as:∫ 1

−1
w(x) dx

u − x
= λ

m

m∑
k=1

1
u − xk

+ E

[
1

u − x

]
(107)

As the sum in the above equation can be denoted as:

d

du
logπ(u) (108)

Finally, the rule becomes: ∫ 1

−1
w(x)log(u − x) dx = λ

m

d

du
[logπ(u)] + E

[
1

u − x

]
(109)

III.VI Tanh-Sinh Quadrature
tanh-sinh is a quadrature method utilized in the cases where there is an infinite derivative or a singularity at an

end-point of the function (or both end-points). tanh-sinh quadrature is founded on the Euler–Maclaurin formula.
It can be used in the approximation of an integral through finite sums, or vice versa. Euler-Maclaurin states
that integral of a bell-shaped function can be approximated by a step-wise finite summation, with incredibly
high accuracy. tanh-sinh integrates functions of the following structure∫ 1

−1
f(x) dx

by transforming the interval of [−1, 1] to [−∞, ∞]. This change of interval is carried out by a variable substi-
tution of x = Ψ(t) where

Ψ(t) = tanh(π

2 · sinht) (110)

Ψ(x) → −1 as x → −∞, Ψ(x) → 1 as x → ∞
For very large positive input, and very large negative input, the derivative nears zero. Hence,∫ 1

−1
f(x) dx =

∫ 1

−1
f(Ψ(t))Ψ′(t) dt (111)

≈ h
N∑

i=−N

wif(xi) (112)

Approximating the integral utilizing the trapezoidal rule (refer §II.II) yields the following equation,

lim
m→∞

m∑
i=−m

hΨ′(ti)f(Ψ(ti)) (113)

where ti = ih, i ∈ R

IV The Multi-dimensions
We have, till this point, explored quadrature in a one dimensional plane. To expand into a multidimensional

plane, we can utilize what is known as Fubini’s theorem. Fubini transforms an integral in a multidimensional
plane into a repeated one dimensional integral. However, Fubini’s theorem can only work under one condition:
as the number of dimensions we work with increase, the function evaluation must grow at a rapid rate. This is
what is known as the curse of dimensionality. The methods discussed in this section seek to solve this problem.



QUADRATURE ALGORITHMS: ELEMENTARY PRINCIPLES TO MULTI-DIMENSIONS 17

IV.I Lebedev Quadrature
Lebedev evaluates the surface area of a three-dimensional sphere. The weights utilized and the number of

and which abscissa are to be chosen for evaluation on the grid are determined by carrying out the integration
and evaluation of sphere harmonics to a certain order, all with perfect accuracy. Spherical harmonics are a set
of functions used to represent functions on the surface of the sphere. Spherical harmonics are the eigenfunctions
of the angular part of the Laplacian equation in a three-dimensional space. An eigenfunction is a function in
the three-dimensional space, which upon effect of a linear factor, is only mutliplied by what is known as the
eigenvalue. The order of a sphere harmonic is determined by the zonal wave number, which is the number of
wavelengths which are included within a circular section of the sphere at a certain latitude value.

Figure IV.I: Node distribution in Gauss-Legendre (showcased left), versus Lebedev (showcased right). Image
from Hydrodynamic Flows on Curved Surfaces: Spectral Numerical Methods for Radial Manifold Shapes.

Gauss-Legendre showcases an incredibly dense clusters of points along its latitude nearing the North and South
poles of the sphere. Lebedev quadrature has greater symmetry than Gauss-Legendre. Lebedev showcases lower
density of points overall, with clustering of the nodes around certain points on the sphere, but not to the degree
of Gauss-Legendre.
To integrate over the surface of the sphere, we apply the formula:

I[f ] =
∫

dΩ f(Ω) =
∫ π

0
sin(θ)dθ

∫ 2π

0
dφ f(θ, φ) (114)

Which Lebedev approximated as:

Ĩ[f ] = 4π

N∑
i=1

wif(θi, φi) (115)

This method is far more efficient than Fubini’s theorem. Instead of repeating several one-dimensional integrals,
a single sum is utilized to compute the integral of the three-dimesional structure. This means that fewer abscissa
are used for the same calculation, with the same accuracy.

In Lebedev quadrature, the grid points are dependant on two factors: the inversion symmetry and octahe-
dral rotation of the grid. The points must be invariant under both these factors. For a given point on the
sphere, there are 5, 7, 11, 23 or 47 points with an identical octahedral group to the given point. A common
weighting function is shared between points of the same inversion and rotation. The smallest set of these points
is constructed from 6 permutations, and can be displayed in the resulting integration scheme below:

Ĩ6[f ] = A1

6∑
i=1

f(a1
i ) (116)

Continuing this scheme for more sets of points, leads to the complete Lebedev scheme:

ĨN [f ] = A1

6∑
i=1

f(a1
i )+A2

12∑
i=1

f(a2
i )+A3

8∑
i=1

f(a3
i )+

N1∑
k=1

Bk

24∑
i=1

f(bk
i )+

N2∑
k=1

Ck

24∑
i=1

f(ck
i )+

N3∑
k=1

Dk

48∑
i=1

f(dk
i ) (117)

For an extremely accurate formula, we can integrate the surface of a radial manifold using the manifold metric.
The quadrature for the surface area of the radial manifold can be derived using a diffeomorphism, that converts
the sphere into a manifold.
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Figure IV.II: A Lebedev sphere (showcased left), mapped onto a manifold (showcased right), where there is a
new weighting function based on the local manifold metric. The Gaussian curvature of the blue area is +7 and

of the red area is -7. Image from Hydrodynamic Flows on Curved Surfaces: Spectral Numerical Methods for
Radial Manifold Shapes.

Using the co-ordinates on the sphere, the Lebedev quadrature is displayed as:∫
S2

fdA =
∫ 2π

0

∫ π

0
fsin(ϕ)dϕdθ (118)

=
∑

i

fiwi (119)

For the integral of the manifold (using the co-ordinates of the sphere):∫
M

fdA =
∫ 2π

0

∫ π

0
f
√

|g|dϕdθ (120)

=
∫ 2π

0

∫ π

0
f

√
|g|

sin(ϕ) sin(ϕ)dϕdθ (121)

=
∫

S2
f

√
|g|

sin(ϕ)dA (122)

IV.II Sparse Grids
Sparse grids are another technique to overcome the curse of dimensionality, even though the methodology is

based on the evaluation of one dimensional integrals. Sparse grids carry out the quadrature of high dimensional
functions by what is known as the tensor product construct, and the truncation of a multiresolution series
expansion. Tensor rule ensures there will be a positive weighting function for cubature points, if a positive
weighting function exists for quadrature points.

Normal grids employ the use of O(h−d
n ) grid points, in order to achieve an accuracy of O(h2

n) . Sparse grids,
utilize O(h−1

n · log(h−1
n )d−1) grid points, where hn is the mesh width, which equals 2−n, and n is the level of

discretization. Sparse grids achieve an accuracy of O(h2
n · log(h−1

n )d−1). Therefore, for comparable accuracy,
sparse grids must utilize lesser points in a high dimensional space than regular grids.

For the composition of a sparse grid, we need to introduce a multi-index, denoted as l, where l can be
displayed as:

l = (l1, . . . , ld) ∈ Nd (123)

Hereafter, an anisotropic grid, Ωl on Ω with a mesh width of hl, can be introduced. The mesh width remains
equidistant along the grid, along the directions of each of the d dimensions.

The corresponding multidimensional space for piecewise linear functions can be displayed as

Wl = span{ϕl,j |jt = 0, . . . , 2lt , t = 1, . . . , d} = span{ϕl,j |0 ≤ j ≤ 2l} (124)
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The sum of the hierarchal increment spaces produces the following function space:

Vl =
⊕
k≤l

Wk (125)

The piecewise linear functions which occupy the sparse grid can be denoted as:

ϕl,j(x) =
d∏

t=1
ϕlt,jt(xt) (126)

where t is each coordinate direction.

The equation by which one-dimensional functions can be defined, is finally written as:

ϕl,j(x) =
{

1 − |x/hl − j|, x ∈ [(j − 1)hl, (j + 1)hl] ∩ [0, 1]
0

(127)

which makes use of the relation [xl,j − hl, xl,j + hl] ∩ [0, 1] = [(j − 1)hl, (j + 1)hl] ∩ [0, 1]

We now have the piecewise linear function in one dimension, and must extend it into a mutlidimensional
plane. This is done using the tensor product construct.

We use the sum of the hierarchical increment spaces, with a given multi-index, l and obtain a function space:

Vl =
l1⊕

k1=1
· · ·

ld⊕
kd=1

Wk (128)

Figure IV.II: Two-dimensional basis function ø(2,1),(1,1) on the grid Ω(2,1)

Vn is an isotropic space, which can be denoted as Vn = V(n,...,n) and is a special case of (128). Vn and Wl share
the following relation:

Vn =
⊕

|l|∞≤n

Wl (129)
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At last, the interpolating function of f(x) can be displayed as:

u(x) =
∑

|l|∞≤n

∑
i∈Il

αl,i · ϕl,i(x) (130)

=
∑

|l|∞≤n

ul(x) (131)

The sparse grid quadrature rule developed by Smolyak can be displayed with a recursion formula and ten-
sor product:

Q
(d)
l f =

(
l∑

i=1

(
Q

(1)
i − Q

(1)
i−1

)
⊗ Q

(d−1)
l−i+1

)
f (132)

where d is the number of dimensions.

IV.III Monte Carlo
Monte Carlo is another method of numerical integration in a mutli-dimensional plane that solves the problem

of the curse of dimensionality. Monte Carlo also works well with highly oscillating functions. The methodology
of Monte Carlo differs from the traditional quadrature method explored thus far.

The purpose of Monte Carlo is to compute the definite integral,

I =
∫

Ω
f(x) dx

where Ω has the volume:
V =

∫
Ω

dx (133)

The Monte Carlo method can be displayed as follows:

I ≈ QN ≡ V
1
N

N∑
i=1

f(xi) = V ⟨f⟩ as lim
N→∞

QN = I (134)
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