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Abstract. This is an expository paper in which we define nonstandard models, the transfer
principle, and the basic properties of filters to construct the hyperreals, hyperintegers, and
hypernaturals and prove the relevant properties of said systems. Subsequently, we reformu-
late and prove the Infinite Ramsey’s Theorem, Hindman’s Theorem, and Rado’s Theorem
using nonstandard methods.

1. Introduction

Since the dawn of calculus, philosophical debates have ensued as to whether or not so-
called infinitesimal numbers exist. While the progenitors of calculus, Issac Newton and
Gottfried Leibniz, developed methods which had provably correct results using fluid notions
of what an “infinitesimal” number actually is, the philosophical argument came to a head
in the 19th century, upon which the concept of a limit was formed. The limit undergirds
the rigorous notion of calculus we have today, and modern analysis is built on limits and
epsilon-delta procedures.

However, a mathematician named Abraham Robinson in the early 1960s wanted to refor-
mulate the rigor behind calculus in the terms of rigorously defined infinitesimal and infinitely
large numbers. This led to the development of what we call today as nonstandard analysis,
and built upon previous nonstandard models of arithmetic which created number systems
such as the hyperreals, hyperintegers, and hypernaturals which preserved the fundamental
properties of the reals, integers, and naturals while adding infinite and infinitesimals to the
mix.

Today, these so-called nonstandard methods have been discovered to have wide-ranging
applications, and this paper focuses on their applications to a field of mathematics known as
Ramsey Theory. Ramsey theory deals with, on a fundamental level, order in large structures.
A typical question in Ramsey theory is as follows: “How big must some structure be to
guarantee that a particular property holds?” Nominally considered a branch of combinatorics,
the applications of using nonstandard methods to prove theorems in Ramsey theory are
numerous, especially using the special properties of the hypernatural numbers.

This paper begins with an introduction to nonstandard models and their properties (specif-
ically the transfer principle.) We then construct the hyperreals ∗R with an ultrapower, and
define key properties of filters and ultrafilters along the way. After that, we define the hyper-
integers, hypernaturals, and showcase some key properties of their number systems. Then,
we prove the Infinite Ramsey’s Theorem using nonstandard methods with the hyperintegers
and hypernaturals, and the more advanced Hindman’s Theorem as well (which regards finite
sums). Finally, the paper ends with a reformulation of the partition regularity of Diophantine
equations in nonstandard ways, and a proof of Rado’s theorem.
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2. Nonstandard Models and the Transfer Principle

Theorem 2.1 (Existence of Nonstandard Models). For every mathematical object X, there
exists a corresponding nonstandard extension (or hyperextension) ∗X such that all ele-
mentary properties of X are preserved in ∗X, such that ∗X is not isomorphic to X.

Here, we define a ”mathematical object” to be anything that can be formally defined,
including numbers, sets, functions, spaces, and even theorems and proofs in some cases.
Specifically, it behooves us to consider:

(1) Real numbers and k-tuples of real numbers for every k ∈ N,
(2) All sets A,B ⊆ Rk of real tuples, and all functions f : A → B between them,
(3) All sets made of objects in (1) and (2). This includes the families of functions

F ⊆ Fun(Rk,Rh).

The proof of this statement is well beyond the scope of this paper, and is a direct result of
the Löwenheim-Skolem Theorem in model theory. Further reading can be found here [Gol98,
Chapter 4].

Likewise, a similarly rigorous treatment is required to firmly define what an elementary
property is, but we can think of it roughly as any property which operates on the elements
of a given object X, and can be expressed with finitely many logical operators solely on
those elements. A standard example of this would be the associativity and commutativity
of the real numbers R under addition and multiplication, or the associativity of function
composition for all functions f : A → B, where A and B are some sets.
Nonelementary properties are properties which can only be expressed using more complex

structures. For example, statements or properties concerning functions or subsets of the real
numbers are not elementary to the real numbers.

Proposition 2.2 (Archimedean Property of the Real Numbers). For all positive x ∈ R there
exists n ∈ N such that nx > 1.

Remark 2.3. The Archimedean Property is not an elementary property of the real numbers.

Notice that the formulation in 2.2 relies on the natural numbers N, such that it is implied
that N ⊂ R. As this relies on on a logical structure ”more advanced” than that of simply ele-
mental relations, then this property is not elementary. If we try to express the Archimedean
property in this manner, we get the following:

Corollary 2.4 (Archimedean Property of the Real Numbers). For all positive x ∈ R either
x > 1 or 2x > 1 or 3x > 1 or . . . or nx > 1 or . . .

This is not finite, so it is not elementary.

Theorem 2.5 (Transfer Property). Let P (X1, . . . , Xn) be an elementary property of the
mathematical objects X1, . . . , Xn. Then P (X1, . . . , Xn) is true if and only if P (∗X1, . . . ,

∗Xn)
is true:

P (A1, . . . , An) ⇐⇒ P (∗A1, . . . ,
∗An).

We define the star map as a function which associates some mathematical object X to
its associated nonstandard extension ∗X, and we list some of its relevant properties below.
Assume A,A1, . . . , An, B are sets, and F is some family of sets. Then we have:

(1) a = b ⇐⇒ ∗a = ∗b,
(2) a ∈ A ⇐⇒ ∗a ∈ ∗A,
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(3) ∗∅ = ∅,
(4) A ⊆ B ⇐⇒ ∗A ⊆ ∗B,
(5) ∗(A ∪B) = ∗A ∪ ∗B,
(6) ∗(A ∩B) = ∗A ∩ ∗B,
(7) ∗(A\B) = ∗A\∗B, where A\B is the set of elements of A not in B,
(8) ∗(a1, . . . , ak) = (∗a1, . . . ,

∗an) where (a1, . . . , ak) is a tuple,
(9) ∗(A1, . . . , An) = (∗A1, . . . ,

∗An),
(10) ∗{(a, a) | a ∈ A} = {(ξ, ξ) | ξ ∈ ∗A .
(11) ∗{(x, y) |x ∈ y ∈ F} = {(ξ, ζ) |ξ ∈ ζ ∈ ∗F},
(12) ∗ (⋃

F∈F F
)
=

⋃
G∈∗F G.

3. Filters

Definition 3.1. A filter over some nonempty set I is a nonempty collection F ⊆ P(I) such
that:

• if A,B ∈ F , then A ∩B ∈ F ;
• if A ∈ F and A ⊆ B ⊆ I, then B ∈ F .

Equivalently, A ∩B ∈ F if and only if A,B ∈ F .

A proper filter is a filter F which does not contain the empty set ∅. An ultrafilter is a
proper filter U such that for any A ⊆ I, either A or its complement Ac (which is defined as
I\A) is a member of U . A principal ultrafilter is an ultrafilter which contains a finite set,
and a nonprincipal ultrafilter only contains cofinite sets (a set is cofinite if its complement
is finite).

Definition 3.2. The filter generated by H (denoted FH) for some H ⊆ P(I) is the collection

FH = {A ⊆ I : A ⊆ B1 ∩ · · · ∩Bn for some n ∈ N and some Bi ∈ H, 1 ≤ i ≤ n}.
When H has a single member B, we call FH the principal filter generated by B. When

B = {i}, i ∈ I —that is, B has a single element—FH is the principal ultrafilter generated by
i, denoted by F i.

Remark 3.3. An ultrafilter is principal (contains a finite set) if and only if it contains a single
element set.

Proof. It is trivial in the forward direction. For the opposite, let A ∈ U , where U is some
ultrafilter and A is a finite set. For some element a ∈ A, either {i} ∈ U or {i}c ∈ U , by the
definition of the ultrafilter. The former proves the claim, while the latter implies A− i ∈ U ,
where A − i is the set of all elements of A not including i. By repeating the same process
on A− i, we recursively prove that the existence of a finite set in U implies the existence of
a single element set, as one can continue this process until A has two elements, and either i
or A− i is a member of U . ■

Definition 3.4. A collection H ⊆ P(I) has the finite intersection property (abbreviated as
FIP) if the intersection of every nonempty finite subcollection of H is nonempty. That is,

B1 ∩ · · · ∩Bn ̸= ∅
for all n ∈ N and all B1, . . . , Bn ∈ H.

While this treatment of filters is enough for us to begin our construction of the hyperreals,
we also need to state the axiom of choice in the form of Zorn’s lemma.
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Zorn’s Lemma. If (P,≤) is a partially ordered set in which every linearly ordered subset
(or ”chain”) has an upper bound in P, then P contains a ≤ −maximal element.

While specific discussion of the axiom of choice and its equivalents (namely: Zorn’s lemma)
is beyond the scope of this paper, this enables us to use the property of set inclusion ⊆ as a
partial ordering property. Any partial ordering property (denoted by ≤) must satisfy:

(1) Reflexivity: For some a, a ≤ a.
(2) Antisymmetry: If a ≤ b and b ≤ a then a = b.
(3) Transitivity: If a ≤ b and b ≤ c then a ≤ c.

As the subset ⊆ relation satisfies all three properties, it can be considered a partial ordering.

Theorem 3.5. Any collection of subsets of I that has the finite intersection property can be
extended to an ultrafilter on I.

Proof. Let H be a collection of subsets of I that has the FIP. Then, the filter FH is proper.
Let P be the collection of all proper filters on I that include FH, partially ordered by set
inclusion ⊆ . Then, every linearly ordered subset of P has an upper bound in P, so 3 implies
P has a maximal element, which is a maximal filter on I and therefore an ultrafilter. ■

Corollary 3.6. Any infinite set has a nonprincipal ultrafilter on it.

Proof. If I is infinite, the cofinite filter F co is proper and has the finite intersection property,
and so is included in an ultrafilter F . But for any i ∈ I we have I\{i} ∈ F co ⊆ F , so
{i} ̸∈ F , whereas {i} ∈ F i. Hence F ̸= F i. Therefore, F is nonprincipal, as it is not equal
to any principal ultrafilter. By 3.3, all principal ultrafilters are of the form F i. ■

This is the key insight we need to begin our construction of the hyperreals.

4. Hyperreals

4.1. Introduction. The hyperreal numbers ∗R are a nonstandard extension of the real num-
bers, and they are useful because with them we are able to rigorously define what it means
for a number to be an infinitesimal or infinitely large. That is, there exists some ε ∈ ∗R
such that

|ε| < 1

n
for all n ∈ R, and there exists some Ω ∈ ∗R such that

|Ω| > n

for all n ∈ R.

4.2. Construction of the Hyperreals. Let RN be the set of all sequences of real numbers.
A member r ∈ RN has the form r = ⟨rn : n ∈ N⟩, and we denote this by r = ⟨rn⟩. Addition
and multiplication in RN are defined as follows, for r, s ∈ RN:

r ⊕ s = ⟨rn + sn : n ∈ N⟩.
r ⊗ s = ⟨rn · sn : n ∈ N⟩.

Definition 4.1. Let r, s ∈ RN be equivalent by the relation ≡ such that

⟨rn⟩ ≡ ⟨sn⟩ if and only if {n ∈ N : rn = sn} ∈ U
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where U is some nonprincipal ultrafilter on N. We call this relation almost everywhere agree-
ment, and it can be said that these two sequences agree on a “large” set. Note that this
holds when the agreement holds on some cofinite number of indices, as any cofinite set is in
a nonprincipal ultrafilter.

Remark 4.2. Note that ≡ is an equivalence relation on RN.

Any equivalence relation (denoted by ∼) on X satisfies three properties for a, b, c ∈ X:

• Reflexivity: a ∼ a,
• Symmetry: a ∼ b ⇐⇒ b ∼ a
• Transitivity: If a ∼ b and b ∼ c then a ∼ c.

From these, it is easy to see that ≡ is an equivalence relation on RN.
Typically, we set the agreement set {n ∈ N : rn = sn} as [[r = s]], and the equivalence

class of some r ∈ RN will be denoted by [r]. From this, we can generate the quotient set of
RN by ≡ as

∗R = {[r] : r ∈ RN}.
Define, for r, s ∈ RN,

[r] + [s] = [r ⊕ s],

[r] · [s] = [r ⊗ s],

[r] < [s] ⇐⇒ [[r < s]] ∈ U ⇐⇒ {n ∈ N : rn < sn} ∈ U .

These generalize the operations of addition and multiplication and ordering on RN to the
hyperreals ∗R by considering them in the context of equivalence classes and ”almost every-
where agreement.” The sum and product of addition and multiplication respectively in the
hyperreals give an equivalence class of RN,, and we order elements of the hyperreals much
like we establish their equivalence: if rn < sn for almost all n ∈ N, then r < s, and we denote
the agreement set of such as [[r < s]]. We now show that the hyperreals form a well ordered
field.

4.3. Properties of the Hyperreals.

Definition 4.3. A field is a set F with two binary operations, normally called addition and
multiplication and denoted respectively with + and ·, such that the following items hold for
a, b, c ∈ F:

• Associativity: a+ (b+ c) = (a+ b) + c, and a · (b · c) = (a · b) · c,
• Commutativity: a+ b = b+ a, and a · b = b · a,
• Identities: There exist elements 0 and 1 in F such that a+ 0 = a and a · 1 = a,
• Additive Inverses: There exists a unique element −a for every a such that a+(−a) =
0.

• Multiplicative Inverses: There exists, for a ̸= 0, a unique element a−1 such that
a · a−1 = 1.

• Distribution: a · (b+ c) = (a · b) + (a · c).

Theorem 4.4. ∗R is a well-ordered field.

Proof. Associativity, commutativity, and distribution follow from the definitions of addition
and multiplication in ∗R. We define the additive identity 0 = ⟨0, 0, . . .⟩ and the multiplica-
tive identity 1 = ⟨1, 1, . . .⟩, which satisfy the necessary properties in ∗R. Inverses can be
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constructed element-wise, such that for some r = ⟨r1, r2, . . .⟩ you set −r = ⟨−r1,−r2, . . .⟩
and similarly for multiplication. And as ∗R has an ordering relation, it is a well-ordered
field. ■

We now look at some interesting consequences of these properties. For instance, take

a = ⟨1, 2, 3, . . .⟩,
b = ⟨2, 2, 3, . . .⟩.

We can say that a and b are equivalent in the hyperreals, as they agree at a large number of
instances (the agreement set is cofinite). However, the sequences

c = ⟨1, 1
2
,
1

3
, . . .⟩

d = ⟨0, 0, 0, . . .⟩
are not equivalent. Even though they are both approximated to 0 (as we will be determined
later), because their agreement set [[c = d]] is empty they are not equivalent.

Definition 4.5. For every real number c ∈ R, there exists a corresponding hyperreal number
∗c = ⟨c, c, c, . . .⟩

such that for a, b ∈ R
• ∗(a+ b) = ∗a+ ∗b,
• ∗(a · b) = ∗a · ∗b,
• ∗a < ∗b ⇐⇒ a < b,
• ∗a = ∗b ⇐⇒ a = b.

Theorem 4.6. There exists an infinitesimal [ε] ∈ ∗R such that 0 < ε < r, for all r ∈ R.

Proof. Let ε = ⟨1, 1
2
, 1
3
, . . .⟩ = ⟨ 1

n
|n ∈ N⟩. Then,

[[0 < ε]] = {n ∈ N | 0 <
1

n
} = N ∈ U ,

where U is a nonprincipal ultrafilter on N. Therefore, 0 < [ε]. However, for any positve real
number r, the set

[[ε < r]] = {n ∈ N | 1
n
< r}

is cofinite, and therefore [[ε < r]] ∈ U because U is nonprincipal. Therefore, [ε] is an
infinitesimal number. ■

Theorem 4.7. There exists an infinitely large hyperreal [Ω] such that for all r ∈ R, [Ω] > [r].

Proof. Set Ω = ⟨1, 2, 3, . . .⟩. Then, the agreement set

[[Ω > r]] = {n ∈ N |n > r}
is cofinite and therefore in some nonprincipal ultrafilter U over N. Therefore, it is a true
statement, and [Ω] is an infinitely large hyperreal. ■

Arguments like the ones in 4.6 and 4.7 can be used to construct infinitely many infinitesimal
and infinitely large numbers, but as the hyperreals are closed under addition this gives rise
to the existence of infinitely many hyperreals between any two real numbers (as the result
of adding infinitesimals and hyperreals). From this, our next result follows.
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Theorem 4.8 (Standard Part). Every finite number ξ ∈ ∗R has an infinitesimal difference
from a unique real number. We denote this as the standard part of ξ :

ξ ≈ st(ξ) ∈ R.

Proof. Let A = {r ∈ R | r < ξ}. Since ξ is finite, there exist real r, s such that r < ξ < s,
so A is nonempty and has a least upper bound c ∈ R. We wish to show that ξ is infinitely
close to c.

Take any positive real ε ∈ R. If c is the upper bound of A, then c + ε ̸∈ A, so ξ ≤ c + ε.
If ξ ≤ c− ε, then c− ε would be an upper bound of A, so c− ε < ξ ≤ c+ ε, which implies
that |ξ − c| ≤ ε. As ε is arbitrary, this holds for all positive real ε, so ξ is infinitely close to
c. This proves the existence of st(ξ) = c.
For uniqueness, we consider a separate upper bound c′. If ξ ∼ c and c = c′, then ξ ∼ c′.

Therefore st(ξ) = c is unique. ■

From these, we see that the constructed hyperreals have the necessary properties to be a
nonstandard extension of the real numbers (by 4.4) and contain infinitesimal and infinitely
large numbers.

5. Hyperintegers, Hypernaturals, and Iterated Hyper-Extensions

5.1. Construction of the Hyperintegers and Hypernaturals. The floor function (also
called integer part function) ⌊x⌋ for x ∈ R can be defined as max{m ∈ Z |m ≤ x}. There
exists a nonstandard extension of the floor function ∗⌊·⌋ which we can use to define the
hyperintegers.

Definition 5.1. The hyperintegers ∗Z are the set of hyperreals such that they are equal to
their own integer part, that is

∗Z = {x ∈ ∗R |x = ∗⌊x⌋}.

From this, we can define the hypernaturals.

Definition 5.2. The hypernaturals ∗N consist of all positive hyperintegers ∗Z.

These two number systems are the most useful when we consider applying nonstandard
methods to more discrete areas of mathematics, and they have some interesting properties.

5.2. Hyperfinite Sets. For instance, take finite sets. We define a set A to be finite if

#A ∈ N,

where #A represents the cardinality of the set. Via the transfer principle, we can define
hyperfinite sets ∗A such that

#∗A ∈ ∗N.

Proposition 5.3. For every N,M ∈ ∗N such that N < M,

[N,M ]∗N = {v ∈ ∗N |N ≤ v ≤ M}

is a hyperfinite set.
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5.3. Piecewise Syndetic Sets. As an example of a concept which can be reformulated in a
nonstandard manner, we take piecewise syndetic sets, which are normally defined as follows.

Definition 5.4. A set A ⊆ Z is thick if for every k ∈ Z the interval [x+ 1, x+ k] ⊆ A.

Definition 5.5. A set A ⊆ Z is syndetic if there exists k ∈ N such that the interval
[x, x+ k] ∩ A ̸= ∅ for every x ∈ Z.

Definition 5.6. A set A is piecewise syndetic (denoted by PS) if A = B ∩ C with B syndetic
and C thick.

However, we can define thick and syndetic sets with hyperextensions as well.

Definition 5.7. A set A ∈ Z is thick if I ⊂ ∗A for some infinite interval I.

Definition 5.8. A set A is syndetic if ∗A has finite gaps, formalized as

∗A ∪ I ̸= ∅

for every infinite interval I.

Definition 5.9. A set A is piecewise syndetic if there exists an infinite interval I such that
∗A ∩ I has finite gaps.

Proposition 5.10. Piecewise syndetic sets are partition regular: if a piecewise syndetic set
is partitioned into finitely many pieces, then at least one of the pieces is piecewise syndetic.

Proof. Let A be some PS set, and let it be partitioned into two colorings C1, C2 such that
C1 ∩ C2 = ∅ and A = C1 ∪ C2. We take the hyperextension of this statement, so ∗A =
∗C1 ∪ ∗C2, and we pick an infinite interval I where ∗A has only finite gaps (exists by definition
of PS). If ∗C1 only has finite gaps in I, then C1 is PS. Otherwise, take the infinite interval
J ⊆ I such that J ∩ C1 = ∅. Therefore, J only contains elements of C2. However, J has finite
gaps, which means that C2 only has finite gaps in J. Therefore, C2 is PS. This argument
for 2-colorings can be extended to n-colorings: for any colorings C1, . . . , Cn take C1 and
C2, . . . , Cn as a 2-coloring. Then, it follows that either is PS. If C1 is not PS, repeat the
same process with C2 and so on. ■

5.4. Iterated Hyperextensions. By the transfer principle, it is natural to consider the
“hyper-hypernaturals,” or ∗∗N. These hyperextensions of hyperextensions exist, and they can
be iterated successively, but to get a better understanding of their properties it is necessary
to consider the hypernaturals as ultrafilters on N.

Proposition 5.11. Every hypernatural number ξ ∈ ∗N generates an ultrafilter on N such
that

Uξ = {A ⊆ N | ξ ∈ ∗A}.

Proof. An ultrafilter must either contain a set or contain its complement. Let A ⊆ N, and
let Uξ be the ultrafilter generated by ξ. If ξ ∈ ∗A, then A ∈ Uξ. If ξ ̸∈ ∗A, then ξ ∈ ∗N \ ∗A,
which by transfer has a counterpart N\A. As ξ ∈ ∗(N\A), Uξ is an ultrafilter over N, because
for arbitrary ξ, A it contains either A or its complement N \A. ■

From this, we can establish a different notion of equivalence between hypernaturals: if the
ultrafilter they generate is the same, then the hypernaturals can be considered the same.
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Definition 5.12. For ξ, ζ ∈ ∗N, we say that ξ and ζ are “u-equivalent” (denoted by ξ ∼
u
ζ)

if they generate the same ultrafilter

Uξ = Uζ .

For every A ⊆ N, either ξ, ζ ∈ ∗A or ξ, ζ ̸∈ ∗A (which follows from the definition of an
ultrafilter).

Definition 5.13. Let A be some set, and let B be some subset of A. B is an initial segment
of A if for some x ∈ A, y ∈ B the statement x < y implies that x ∈ B.

Proposition 5.14. The natural numbers are an initial segment of the hypernatural numbers,
denoted by:

N < ∗N.

Proof. For some natural number n ∈ N, if for some Ω ∈ ∗N we have Ω < n, then Ω is finite
and is a natural number. Therefore, N is an initial segment of ∗N. ■

Corollary 5.15. The hypernatural numbers are an initial segment of the hyper-hypernaturals:

∗N < ∗∗N.

Proposition 5.16. If ξ ∈ ∗N \N then ∗ξ > µ for all µ ∈ ∗N.

Proof. By transfer, ∗ξ ∈ ∗∗N\∗N, and as ∗N is an initial segment of ∗N, the proposition
follows. ■

Definition 5.17. If ξ ∈ ∗∗N, we define the ultrafilter generated by ξ as

Uξ = {A ⊆ N | ξ ∈ ∗∗A}.

Theorem 5.18. For all ξ ∈ ∗N, ∗ξ ∼
u
ξ, so

U∗ξ = Uξ.

Proof. We show that if and only if A ∈ Uξ, then
∗ξ ∈ ∗∗A. In the foward direction, A ∈ Uξ

implies ξ ∈ ∗A, which by transfer defines the truth of ∗ξ ∈ ∗∗A. In the reverse direction,
∗ξ ∈ ∗∗A by transfer implies ξ ∈ ∗A, which suggests A ∈ Uξ. ■

6. Infinite Ramsey’s Theorem

We define a graph as a pair (V,E) where V is the set of vertices of the graph and E is the
set of edges. E ⊆ V × V, where × denotes the Cartesian product of two sets, and it is an
anti-reflexive and symmetric binary relation on the vertices V.
The anti-reflexive nature of edges dictates that no vertex can have an edge to itself, and

its symmetric nature implies that for every a, b ∈ V such that (a, b) ∈ E, (b, a) ∈ E as well.

Definition 6.1. For some graph G = (V,E), we define a clique on G to be a subset X of V
such that for all distinct x, y ∈ X, we have (x, y) ∈ E.

Definition 6.2. For some graph G = (V,E), we define an anticlique on G to be a subset X
of V such that for all distinct x, y ∈ X, we have (x, y) ̸∈ E.

For a more visual representation, we can use the following graph G.
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A

B

C

D

E

F

G

H

The vertices A,B,D, F form a clique of size 4 on G, and we also call this a fully connected
subgraph of G. Similarly, the vertices C,E,G form an anticlique on G.

Definition 6.3. A coloring of some graph G = (V,E) for some number of colors c ∈ N is a
partition of E into c partitions such that each edge is in only one partition.

In general, a k-coloring of a particular set can refer (roughly) to a k-partitioning of that
same set, with some constraints depending on context.

There are various different versions of Ramsey’s Theorem, the first of which we will prove
here.

Theorem 6.4 (Infinite Ramsey’s Theorem). If G = (V,E) is an infinite graph, than G
either contains an infinite clique or infinite anticlique.

Proof. Let ξ ∈ ∗V \V. By transfer, there exists ξ, ∗ξ ∈ ∗∗V for which there are two possibilities:
either (ξ, ∗ξ) ∈ ∗∗E, or (ξ, ∗ξ) ̸∈ ∗∗E.

We take the first case. We will recursively define a sequence (v1, . . . , vn) in V such that
{vn |n ∈ N} forms a clique in G. Assume that there exists some d ∈ N such that v0, . . . , vd−1

are distinct vertices such that for 1 ≤ i < j < d :

• (vi, vj) ∈ E,
• (vi, ξ) ∈ ∗E.

There exists x ∈ ∗V such that for all i, x ̸= vi, and (vi, x) ∈ ∗E, and (x, ∗ξ) ∈ ∗∗E which
is satisfied by ξ. Then, therefore by transfer, there exists xd ∈ V different from xi for all i
such that (xi, xd) ∈ E and (xd, ξ) ∈ ∗E. This process can be repeated ad infinitum, so there
exists an infinite clique in G.

For the second case, the process is identical. Simply assume

• (vi, vj) ̸∈ E,
• (vi, ξ) ̸∈ ∗E.

■

This statement can be extended, however to do so we need the notion of a hypergraph.

Definition 6.5. For some n ∈ N, an n-regular hypergraph is a set of vertices V together
with a edge subset of V n (V × V × · · · × V︸ ︷︷ ︸

n times

) called E that is permutation-invariant and has

the property that (x1, . . . , xn) ∈ E implies that x1, . . . , xn are pairwise distinct. A clique
on the hypergraph H = (V,E) is a subset Y of V such that for all y1, . . . , yn ∈ Y we have
(y1, . . . , yn) ∈ E. An anticlique is defined similarly.
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Essentially, an n-regular hypergraph is a graph where the edges connect n vertices such
that all edges which contain the same vertices are equal and no vertex can have an edge to
itself. For instance, the following is a 3-regular hypergraph.

F G E

D

A B

Vertices A,B,D are connected by an edge, F,G,E are connected by an edge, and D,G,E
are connected by an edge.

Theorem 6.6 (Infinite Ramsey’s Theorem (Hypergraphs)). If H = (V,E) is an infinite
n-regular hypergraph, then H contains either an infinite clique or an infinite anticlique.

Proof. The method of proof is nearly identical to that of a standard graph. Let ξ ∈ ∗V \V.
We consider the case where n = 3. There are two cases, then: (ξ, ∗ξ, ∗∗ξ) ∈ ∗∗∗E or not.
We again will recursively define a sequence (v1, . . . , vm) such that it defines a clique in this

hypergraph. Assume there exists d ∈ N such that for v0, . . . , vd−1 distinct elements of V and
all 1 ≤ i < j < k < d we have:

• (vi, vj, vk) ∈ E,
• (vi, vj, ξ)in

∗E,
• (vi, ξ,

∗ξ) ∈ ∗∗E.

Similarly, as before, there exists x ∈ ∗V such that x ̸= v0, . . . , vd−1 and it satisfies (x, ∗ξ, ∗∗ξ) ∈
∗∗∗E. Then, by transfer, there exists xd such that the above conditions are met, and this
process can be repeated ad infinitum to generate a clique. For any arbitrary case n, the
process only differs in the amount of hyperextensions and the number of elements in the
tuples you consider. For an anticlique, one simply takes the negations of the criteria. ■

Now to state the infinite Ramsey’s theorem in terms of colorings. For some set X and
m ∈ N, we let X [m] be the set of m-element subsets of X. This is often stated as

X [m]] = {(x1, . . . , xm) ∈ Xm |x1 < · · · < xm},
so that there is only one tuple associated with each subset. For some k ∈ N, a k-coloring
of X [m] is a function which maps each element in X [m] to a member of the set of naturals
{1, . . . , k}, and we refer to those mappings as colors. A subset Y ⊆ X is monochromatic for
some color if it only maps to a single color.

Corollary 6.7 (Infinite Ramsey’s Theorem (Colorings)). For any arbitrary k,m ∈ N, any
infinite set V, and any k-coloring C of V [m], there is an infinite subset of V that is monochro-
matic.

Proof. Consider the case k = 2. We identify the coloring C : V [m] → 1, 2 with the m-regular
hypergraph H = (V,E) satisfying (v1, . . . , vm) ∈ E if and only if C({v1, . . . , vm} = 1 for
distinct v1, . . . , vm ∈ V. An infinite clique in H corresponds to an infinite set with color 1,
and an infinite anticlique in H corresponds to an infinite set with color 2. By 6.6, there
exists an infinite monochromatic subset of V. For cases k ≥ 3, we can iteratively consider
colorings in the same manner with the proof structure nearly identical. ■
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7. Hindman’s Theorem

Definition 7.1. For some B ⊂ N, the set of finite sums of distinct elements of A is given by

FS(B) =

{
bD =

∑
i∈D

bi |D ⊂ B,D is finite

}
.

Theorem 7.2 (Hindman’s Theorem). For every finite coloring of N, there exists an infinite
set B ∈ N such that FS(B) is monochromatic.

The original combinatorical proof for this theorem is quite difficult, but using nonstandard
methods eases the path slightly. However, we must define some additional machinery before
we tackle it.

7.1. Ultrafilter Algebra. Let U ,V be ultrafilters on N.

Definition 7.3. We define the pseudo-sum operation ⊕ between two ultrafilters U ,V to be
such that for some set A ⊆ N,

A ∈ U ⊕ V ⇐⇒ {n|A− n ∈ V} ∈ U ,

where A− n = {m |m+ n ∈ A}. This means that the pseudo-sum of two ultrafilters U and
V is another ultrafilter over N.

We can define multiplication similarly.

Remark 7.4. Generally, Uξ ⊕ Uζ ̸= Uξ+ζ .

Following from this, we have that Uξ ⊕Uζ = Uξ+∗ζ , and Uξ ⊕Uζ ⊕Uµ = Uξ+∗ζ+∗∗µ, and so
on and so forth.

Definition 7.5. An idempotent ultrafilter U is one such that

U ⊕ U = U .

Idempotent ultrafilters have some cool properties, namely that

• Uξ = Uξ ⊕ Uξ,
• ξ + ∗ξ ∼

u
ξ, and

• ξ ∈ ∗A =⇒ a+ ξ ∈ ∗A for some a ∈ A are all equivalent. We also define idempotent
hypernaturals to be hypernaturals which generate idempotent ultrafilters.

From this, we can define a proof of Hindman’s theorem.

7.2. Proof.

Proof. Let ξ ∈ ∗N be an idempotent hypernatural, and let C be the color of N such that
ξ ∈ ∗C. We can then pick some b1 ∈ C such that b1 + ξ ∈ ∗C.
Much similarly to our previous nonstandard proofs, we will use a recursive construction.

Assume that there exists some sequence b1, . . . , bn for some n ∈ N such that

• bD =
∑

i∈D bi ∈ C,
• bD + ξ ∈ ∗C
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for every D ⊆ {1, . . . , n}.
We have that ∗bD + ∗ξ ∈ ∗∗C by transfer, and by the properties of idempotents, ∗ξ ∈ ∗∗C

implies that ξ + ∗ξ ∈ ∗∗C. And as bD is a finite natural number, this can be rewritten as
bD + ξ + ∗ξ ∈ ∗∗C.

Combining this fact with bD + ξ ∈ ∗C, by transfer we find that bn+1 > bn exists such that
bD + bn+1 ∈ C and bD + bn+1 + ξ ∈ ∗C for every D. ■

8. Partition Regularity of Diophantine Equations

Let F (X1, . . . , Xn) be a polynomial over Z.

Proposition 8.1. For some ultrafilter U over N, the following two statements are equivalent:

(1) For every A ∈ U , there are distinct x1, . . . , xn ∈ A such that F (x1, . . . xn) = 0.
(2) There exists k ∈ N and distinct α1, . . . , αn ∈ k∗N such that U = Uαi

for all i = 1, . . . , n
and F (α1, . . . , αn) = 0.

Here we let k∗N denote the k-th hyperextension of the natural numbers, i.e.

∗ ∗ · · · ∗︸ ︷︷ ︸
k times N.

Proof. Assume that the first statement holds. Then, for A ∈ U , set

XA = {(α1, . . . , αn) ∈ ∗Nn |α1, . . . , αn are distinct, αi ∈ ∗A, ∗F (α1, . . . , αn) = 0} .

This family of sets has the FIP (3.4) so there exists (α1, . . . , αn) ∈ ∩AXa. This tuple satisfies
the second statement.

Assume that the second statement holds. We then have α1, . . . , αn ∈ k∗N. Suppose that
A ∈ U . There exist i ∈ {1, 2, . . . r} and distinct x1, . . . , xn ∈ ∗k∗A such that F (x1, . . . , xn) =
0, and this statement is satisfied by α1, . . . , αn. This can be shown by repeated applying
transfer k times.

■

Definition 8.2. We call an ultrafilter satisfying 8.1 an [ιF ]σF -ultrafilter on N.

Definition 8.3. F (X1, . . . , Xn) = 0 is partition regular (PR) on N if for every finite coloring
of N there exists a monochromatic solution. In other workds, for every finite partition
N = C1 ∪ · · · ∪ Cr, there exists some i ∈ {1, . . . , r} and distinct x1, . . . , xn ∈ Ci such that
F (x1, . . . , xn) = 0.

Proposition 8.4. F (X1, . . . , Xn) is partition regular if and only if there exists a [ιF ]σF -
ultrafilter on N.

Proof. We take the forward direction. Suppose that F (X1, . . . , Xn) = 0 is partition regular.
For some A ⊆ N, consider the set

YA = {(α1, . . . , αn) ∈ ∗Nn |α1, . . . , αn are distinct,∧
i,j

(αi ∈ ∗A ⇐⇒ αj ∈ ∗A), ∗F (α1, . . . , αn) = 0, 1 ≤ i < j ≤ n}.

Observe that the family (YA)A⊆N has the finite intersection property (FIP). For someA1, . . . , Am ⊆
N, let Ai represent an arbitrary such set, 1 ≤ i ≤ m. Since F (X1, . . . , Xn) = 0 is partition reg-
ular, there is j ∈ {1, . . . , k} and distinct x1, . . . , xn ∈ Ai such that F (x1, . . . , xn) = 0. It then
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follows that (x1, . . . , xn) ∈
⋂m

i=1XAi
. Then, it follows that there is (α1, . . . , αn) ∈

⋂
A⊆N YA.

These α1, . . . , αn satisfy the conditions to make a [ιF ]σF -ultrafilter.
For the opposite direction, the existence of α1, . . . , αn ∈ k∗N in the filter implies the

partition regularity of F (X1, . . . , Xn).
■

Some partition regular equations are

X + Y = Z,

X + Y = 2Z.

To show this, we rely on two well known theorems:

Theorem 8.5 (Schur’s Theorem). In every finite coloring of N one finds monochromatic
triples a, b, a+ b.

As a result, X + Y = Z is PR as the triple a, b, a + b satisfies X + Y − Z = 0 for all
colorings on N.

Theorem 8.6 (van der Waerden’s Theorem). In every finite coloring of N one finds arbi-
trarily long arithmetic progressions.

From this, we show that X + Y = 2Z is PR, by taking the existence of 3-term arithmetic
progressions a, a+ d, a+ 2d in every coloring of N. Then, we have X + Y − 2Z = 0 satisfied
by a+ a+ d− 2(a+ d) = 0. However, we can also prove this with nonstandard methods.

Corollary 8.7. F (X1, . . . , Xn) = 0 is partition regular on N if there exist ξ1 ∼
u
· · · ∼

u
ξn in

∗N such that ∗F (ξ1, . . . , ξn) = 0.

This follows from 8.4.

Theorem 8.8 (Bergelson-Hindman 1990). Let U be an idempotent ultrafilter on N. Then
every A ∈ 2U ⊕U contains an arithmetic progression of length 3. In consequence, X − 2Y +
Z = 0 is partition regular.

Proof. Let v satisfy U = Uv. It follows that v ∼
u
v + ∗v, by the properties of idempotents.

Then, we can define the infinitesimals

• ξ = 2v + ∗∗v,
• ζ = 2v + ∗v + ∗∗v,
• µ = 2v + 2∗v + ∗∗v.

Observe that ξ ∼
u
ζ ∼

u
µ ∈ ∗∗∗N. Additionally, they generate the ultrafilter V = 2U ⊕ U . For

every A ∈ V , we have that ξ, ζ, µ ∈ ∗∗∗A form a 3-term arithmetic progression, and therefore
by transfer there exists a 3-term arithmetic progression in A. The terms in this arithmetic
progression satisfy X − 2Y + Z = 0, making the equation partition regular. ■

9. Rado’s Theorem

Rado’s Theorem defines the partition regularity of linear Diophantine equations, and can
be stated as follows:

Theorem 9.1 (Rado’s Theorem). The Diophantine equation c1X1 + · · · + cnXn = 0 is
partition regular if and only if

∑
i∈I ci = 0 for some nonempty I ⊆ {1, . . . , k}.
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Let

P (x) =
n∑

j=0

bjX
j ∈ Z[X]

and ξ ∈ ∗Z. Then, we define

P̃ (ξ) =
n∑

j=0

bj
j∗ξ ∈ j+1∗Z.

Lemma 9.2. Suppose that c1, . . . , ck ∈ Z are such that there exist distinct polynomials
P1(X), . . . , Pk(X) ∈ Z[X] and ξ, η ∈ ∗N for which

(1) c1P1(X) + · · ·+ ckPk(X) = 0,
(2) P̃i(ξ) ∼

u
η for each i = 1, . . . , k.

Then, Uη witnesses that c1X1 + . . .+ ckXk = 0 is partition regular.

Proof. For each i = 1, . . . , k, let αi = P̃ (ξ). From our assumption, we have that Uαi
= Uη for

all i, and that c1α1+· · ·+ckαk = 0. Then, we have that Uη witnesses that c1X1+· · ·+ckXk = 0
is partition regular.

Additionally, assuming that the polynomials Pi are distinct, to show partition regularity
we must show that all αi are distinct. We show this by contradiction. Suppose that αi = αj.

This implies that P̃i(ξ) = P̃j(ξ). Then, we write

Pi(X) =
m∑
l=0

rlX
l,

Pj(X) =
m∑
l=0

slX
l.

With substitution and some algebraic manipulations, we get

(rm − sm)
m∗ξ = −

m−1∑
l=0

(rl − sl)
l∗ξ.

This is only satisfied when rm = sm = 0, and proceeding with the same process we determine
that Pi = Pj, a contradiction. ■

Definition 9.3. We define the equivalence relation ≈u on finite strings of integers to be the
smallest equivalence relation satisfying the following three properties:

• ∅ ≈u ⟨0⟩.
• If a ∈ Z, then ⟨a⟩ ≈u ⟨a, a⟩,
• If σ ≈u σ′ and τ ≈u τ ′, the concatenations στ ≈u σ′τ ′.

If P,Q ∈ Z[X] are polynomials, then we write P ≈u Q to say that their strings of coefficients
are u-equivalent.

In essence, this version of u-equivalence is the smallest equivalence relation such that the
empty sting maps to 0, strings containing the same term are equivalent, and it is coherent
with concatenations. As an example, we have

⟨1, 2, 0, 4, 4, 7, 5, 6, 0⟩ ≈u ⟨1, 0, 2, 2, 4, 7, 5, 5, 6⟩
≈u ⟨1, 2, 4, 7, 5, 6⟩.
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So, u-equivalence is preserved by inserting or removing zeroes, repeating a term finitely many
times, and shortening series of consecutive equal terms.

Lemma 9.4. Let P,Q ∈ Z[X] have positive leading coefficients. If P ≈u Q, then for every
idempotent ξ ∈ ∗N, we have P̃ (ξ) ∼ Q̃(ξ).

Proof. Fix an idempotent ξ ∈ ∗N. Then, the following is true:

m∑
j=0

aj
j∗ξ ∼

i∑
j=0

aj
j∗ξ + a

(i+1)
i

∗ξ +
m∑

j=i+1

a
(j+1)
j

∗ξ.

Additionally, if we have

m∑
j=0

aj
j∗ξ ∼

m′∑
j=0

a′j
j∗ξ,

m∑
j=0

bj
j∗ξ ∼

m′∑
j=0

b′j
j∗ξ,

then it follows that
m∑
j=0

aj
j∗ξ +

n∑
j=0

bj
(j+m)∗ξ ∼

m′∑
j=0

a′j
j∗ξ +

n′∑
j=0

b′j
(j+m′)∗ξ.

From this, by the definition of P̃ (ξ), we see that P̃ (ξ) ∼ Q̃(ξ). ■

Now, we can prove Rado’s Theorem in a more specific form.

Corollary 9.5. Suppose that k > 2 and c1, . . . , ck ∈ Z are such that c1 + · · · ck = 0. Then
there exists a0, . . . , ak−2 ∈ N such that, for every idempotent ultrafilter U , we have that
a0U ⊕ · · · ⊕ ak−2U witnesses the partition regularity of the equation c1X1 + . . .+ ckXk = 0.

Proof. Without loss of generality, assume that c1 ≥ c2 ≥ · · · ≥ ck. By Lemmas 9.2 and
9.4, we need to find a0, . . . , ak−2 ∈ N and distinct P1(X), . . . , Pk(X) ∈ N0[X] such that

c1P1(X) + · · · + ckPk(X) = 0 and such that Pi(X) ≈u

∑k−2
j=0 ajX

j for each i = 1, . . . , k. We
define the following polynomials:

P1(X) =
k−2∑
j=0

ajX
j + ak−2X

k+1,

Pi(X) =
k−i−1∑
j=0

ajX
j +

k−1∑
j=k−i+1

aj−1X
j,

Pk(X) = a0 +
k−1∑
j=1

aj−1X
j.

The definition for Pi holds for 2 ≤ i ≤ k − 1.
We can check that Pi(X) ≈u

∑k−2
j=0 ajX

j for each i = 1, . . . , k. Additionally, because

a0, . . . , ak−2 are nonzero, then the polynomials P1(X), . . . , Pk(X) are mutually distinct.
Then, therefore, we must show that there exist a0, . . . , ak−2 ∈ N such that the conditions are
satisfied.
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Since c1+ · · ·+ck = 0, the constant and leading terms of c1P1(X)+ · · ·+ckPk(X) are zero.
Then, the equation c1P1(X) + · · · + ckPk(X) = 0 is equivalent to the system of equations
(c1+ · · ·+ck−i) ·ai−1+(ck−i+2+ · · ·+ck) ·ai−2 for i = 1, 2, . . . , k−1. Then, one can recursively
define the elements a0, a1, . . . , ak−2 satisfying these equations, which completes the proof. ■

And, therefore, we can prove Rado’s Theorem.

Proof. Rado’s Theorem 9.1 is a trivial result of Corollary 9.5. ■

For a more thorough exposition of topics in Ramsey theory and combinatorical number
theory with nonstandard methods, look in [DNGL19].
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