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What is a Poset?

A poset, short for Partially Ordered Set (PO-set) is a pair (S ,R) where S
is simply a set and R is a relation on the elements of S . R will be denoted
by ≤, it represents any relation that satisfies these properties:

1 Reflexivity: x ≤ x for all x ∈ S

2 Transitivity: If x ≤ y and y ≤ z , then x ≤ z for x , y , z ∈ S

3 Anti-Symmetry: If x ≤ y and y ≤ x , then x = y for x , y ∈ S
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What is a Poset?

You may be wondering why it’s known as a partially ordered set. This is
because the relation ≤ can be such that x ≰ y and y ≰ x for x , y ∈ S .

Let’s look at an example:

S is any set of positive integers and x ≤ y if x is a factor of y . Notice that
the relation satisfies all three properties. Now, 2 ≤ 6 and 3 ≤ 6, they are
called comparable elements. 2 is not a factor of 3 and vice versa. They are
known as incomparable elements. Think of comparable as “orderable”.
This is the meaning of partial order.
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Hasse Diagrams

You may think its tricky to represent partial order, but Hasse Diagrams
allow us to represent them very easily.

Make a graph in which all the
vertices represent elements of a poset. Then make a directed edge from x
to y if x ≤ y (for distinct x , y). Consider these as“one-way roads” and
“cities”. Let’s say I want to go from City P to City Q. For this, P has to
be ≤ Q so there exists a one-way road from P to Q. But I enjoy
photography of different places so I want to pass through as many cities as
I can on my way. So if there exists another route, I delete the “road” or
edge from P to Q. I do this for all P and Q belonging to the poset. This
simplifies the diagram. Now, we arrange the vertices such that all the
edges are directed upwards. This would enable us the get rid of the arrows
of the directed edges and our final result is a Hasse Diagram.
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N for Nike

The following is an example of a Hasse Diagram, let S be the union of the
factors of 10 and 24:
{1,2,5,10,3,4,6,8,12,24} and x ≤ y if x is a factor of y .

1

25

10

3

4 6

8 12

24

We will refer to this poset and diagram as N (for Nike since it looks like a
swoosh after tilting clockwise)
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Intervals of a Poset

For a poset S, let x and y ∈ S . The set of all z such that x ≤ z ≤ y is
known as the closed interval between x and y , it is denoted by [x , y ].

S is called locally finite if all intervals of S are finite. Note that S can be
locally finite and infinite at the same time. A set of elements I ⊆ S is an
ideal if x ∈ I ⇒ y ∈ I if y ≤ x . An ideal is called a principal ideal if it is
generated by one element. This will be important later. Int(S) is the set
of all closed intervals of S .

Sarthak Bal Mitra Posets and their Incidence Algebras July 5, 2022 7 / 19



Intervals of a Poset

For a poset S, let x and y ∈ S . The set of all z such that x ≤ z ≤ y is
known as the closed interval between x and y , it is denoted by [x , y ].
S is called locally finite if all intervals of S are finite. Note that S can be
locally finite and infinite at the same time. A set of elements I ⊆ S is an
ideal if x ∈ I ⇒ y ∈ I if y ≤ x . An ideal is called a principal ideal if it is
generated by one element. This will be important later.

Int(S) is the set
of all closed intervals of S .

Sarthak Bal Mitra Posets and their Incidence Algebras July 5, 2022 7 / 19



Intervals of a Poset

For a poset S, let x and y ∈ S . The set of all z such that x ≤ z ≤ y is
known as the closed interval between x and y , it is denoted by [x , y ].
S is called locally finite if all intervals of S are finite. Note that S can be
locally finite and infinite at the same time. A set of elements I ⊆ S is an
ideal if x ∈ I ⇒ y ∈ I if y ≤ x . An ideal is called a principal ideal if it is
generated by one element. This will be important later. Int(S) is the set
of all closed intervals of S .

Sarthak Bal Mitra Posets and their Incidence Algebras July 5, 2022 7 / 19



The Incidence Algebra

The incidence algebra I(S) of S is the set of all functions from Int(S)
to a field K. If g is one such function, we use g(x , y) to mean g([x , y ]).

Multiplication of functions is defined by

(f · g)(x , y) =
∑

x≤z≤y

f (x , z)g(z , y)

This is exactly the same as the multiplication of matrices, more specifically
matrices which are upper triangular, meaning all values below the main
diagonal (top left to bottom right) are 0. We will see this more clearly
with an example later.
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The Identity Function

In the Incidence Algebra, do we have a function u such that fu = uf = f
for all f ∈ I (S)?

Consider the function: δ(x , y) = 1 if x = y and 0 otherwise.

(f · δ)(x , y) =
∑

x≤z≤y

f (x , z)δ(z , y)

This is only non-zero when z = y . Hence f δ(x , y) = f (x , y). This
function in fact corresponds to the identity matrix.
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The Zeta Function

The zeta function ∈ I (S) is defined as: ζ(x , y) = 1 if x ≤ y and 0
otherwise.

Simple.

We will skip some of the applications of this function but feel free

to read my paper to learn more about the number of partitions in posets.

Now, does the Zeta function have an inverse? We know that ζ(x , x) = 1,
and the matrix representation of Zeta is upper triangular so the
determinant is the product of the main diagonal which is just 1. Hence the
inverse exists.
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The Mobius Function

On a poset S , it is denoted by (µ or) µS = ζ−1. We can also see it as
µ · ζ = δ.

We notice this recursive definition as well. For a locally finite
poset S and [x , y ] ∈ Int(S),

µ(x , x) = 1 and µ(x , y) = −
∑

x≤z<y

µ(x , z)
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The Mobius Inversion Theorem

Theorem

Let S be a poset with finite principal ideals. If f and g are functions from
S to a field K, then:

g(y) =
∑
x≤y

f (x) ⇒ f (y) =
∑
x≤y

g(x)µ(x , y)
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The Mobius Inversion Theorem

Proof.∑
x≤y

g(x)µ(x , y) ⇐⇒

∑
x≤y

µ(x , y)(
∑
z≤x

f (z)) ⇐⇒∑
z≤y

f (z)
∑

z≤x≤y

µ(x , y) ⇐⇒ (swapping the order of the summation)∑
z≤y

f (z)δ(z , y) ⇐⇒ f (y)

Notice the following: g(x) =
∑
z≤x

f (z) and
∑

z≤x≤y

µ(x , y) = δ(z , y)

■
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The Classic Application

Let’s now take N (or Nike) from page 6, and make the following
transformation from N to N ′. Let xi ∈ N and yi ∈ N ′. Then I choose an
arbitrary ordering x1 = 1, x2 = 2, x3 = 5, x4 = 10, x5 = 3, x6 = 4, x7 =
6, x8 = 8, x9 = 12, x10 = 24. (as long as I am consistent throughout I can
pick any ordering). yi is the sum of all xj for which xj ≤ xi .

1

25

10

3

4 6

8 12

24
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Transformed N

This is analogous to g(y) =
∑
x≤y

f (x). So formally, if X is the row vector

with xi (or f (x)) and Y is the row vector with yi (or g(y)), then for the
Zeta Matrix Z of N, Y = XZ

1

36

18

4

7 12

15 28

60
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The Zeta Matrix (not the movie)

We use X : [1,2,5,10,3,4,6,8,12,24] to represent the rows and columns and
use the Zeta function to input 1’s or 0’s into the matrix. So for example if
we want y10, we sum the 10th column: 1(1) + 2(1) + 5(0) + 10(0) +
3(1) + 4(1) + 6(1) + 8(1) + 12(1) + 24(1) = 60. Now we find the
matrix M so that YM = XZM = X .

1 1 1 1 1 1 1 1 1 1
0 1 0 1 0 1 1 1 1 1
0 0 1 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 1 0 1 1
0 0 0 0 0 1 0 1 1 1
0 0 0 0 0 0 1 0 1 1
0 0 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 1


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The Mobius Matrix

We use Y : [1,3,6,18,4,7,12,15,28,60] and the mobius function to input
1’s, 0’s or -1’s into the matrix. The mobius function for this case is
defined as: µ(y , x) = (−1)k if y/x is a product of k distinct primes and 0
otherwise. This is the classical mobius function. So we get our desired
inverse matrix.

1 −1 −1 1 −1 0 1 0 0 0
0 1 0 −1 0 −1 −1 0 1 0
0 0 1 −1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 −1 0 0 0
0 0 0 0 0 1 0 −1 −1 1
0 0 0 0 0 0 1 0 −1 0
0 0 0 0 0 0 0 1 0 −1
0 0 0 0 0 0 0 0 1 −1
0 0 0 0 0 0 0 0 0 1


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Simple proof of Mobius Inversion Theorem

If we treat the functions g , f as vectors G ,F , then G = FZ ⇒ GM = F ,
where Z and M are the Zeta and Mobius Matrices of the poset
respectively. The proof is simply stating that ZM = I (the identity matrix).
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Thank You!

I thank the whole Euler Circle community, including the guest lecturers for
having such interesting talks. Also want to thank Simon and Sawyer
specially for guiding me through this.
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