CHEBYSHEV’S BIAS

ROULI FREEMAN

Notice: This paper is refrenced from the “Chebyshev’s Bias” paper by Rubinstien and company. [1]
It has been shown that

()
71'(.13, q, CL) ~ =
¢(q)
Where ¢(q) is the euler totent function, the number of relatively prime to ¢ numbers < q. 7(x, g, a) is the
number of primes < x that are equal to ¢ mod ¢ and 7(x) is the number of primes < z, which is equal to
m(x,1,1).1

The phenomenon called “Chebyshev’s Bias” is that for small primes, there are some cases in which x mod n
has more numbers than y mod n. In fact, for most small numbers, 7(z,4,3) > 7(z,4,1). The majority of
this paper will be talking about similar phenomenons.

Definition: The logarithmatic density is defined as

1 1
5(A) = lim / E
z—oc logw tePn2,2] ¢

for A a set. Higher numbers in the set contribute less, and §(A) +0(B) +6(C)+...=1if A,B,C,... are
disjoint, and AUBUCU... = [2, ]

In fact, there is a upper logarithmatic density and a lower logarithmatic density, which when equal to each
other, converge to J(A4).

Definition:

Pq;a,b,c,d,e..,

is the set of all real numbers x > 2 such that

m(z,q,a) > w(x,q,0) > m(z,q,¢) > 7(z,q,d) > 7(z,q,€) > ...
In some cases, the logarithmatic densities are extremely high or low, showing a large bias.

In the case of P31, 6(Ps;21) = 0.9990. . ., showing that there are much more numbers in this set than in the
other set, (Ps;1,2. In fact, the first number of Ps.1,5 is 608981813029. Similarly for Py 3, the first number in
it is 26861.

Definition:

_logz

Egabede,. ()= NG x (¢(q)m(x,q,a) — 7(x), d(q)m(x,q,b) — 7(x),...)

IThe prime number theorem states that
m(z) ~ Li(z) ~

log z
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which returns a vector.

Definition:

Hasabc,de,...

is the limiting distribution of

Egapede,
which exists.

Then §(Pyapede,...) = Kgaraz,...an({T € R7|z1 > @2 > 23 > 24 > ... > 2 }) if fopede,... is absolutely
continous.

Note: Assuming the Generalized Riemann Hypothesis > and the Grand Simplicity Hypothesis ®, then we have
the following equation for the Fourier transform of pig.q.p.c.d,e,..."

r
ﬂq;al,az,.war (gla §23 cee agr) = exp ZZ C(Q7 aj)fj
j=1

X E E J
0 1 2
X#X0,x mod gvx>0 7T 7%

where xo 1S the principal character, with ¢ being
C(q7 a) =-1+ Z 17
b?=a(q),0<b<q—1

with Jo being the Bessel function. *

Definition:

(g;a,b,c,dye,...)
is unbiased if and only if ji4.q,5,¢,d.e,... is same for all permutations of a,b,c¢,d,e€,...

In this case,

o1
Mq;a17a27a37a47a57---;a7* - T!
Definition:
C(qa a) =-1 + § 1
b2=aq,0<b<q

2If s is not a negative real number, than for all x a Dirichlet character, if L(x,s) =0, R(s) = %
3The set of ¥ > 0 such that L(x, % + 47), for all x a Dirichlet character, is linearly independent over Q.
4
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Theorem: Assuming the Generalized Riemann Hypothesis ® and the Grand Simplicity Hypothesis °,

(g;a1,a2,a3,a4,as,...,1) is unbiased if and only if either r = 2, and c(q,a1) = ¢(q,a2) orr =3, and

Ip#1:(pPP=1ANag=a+1pAas =ap®) modq

Definition:
Pq;N,R = {:C > 2: ﬂ_N(I7Q) > 7rR(Z‘vq)}a
Pornv={z>2:7r(x,q) >7n(z,9)},
where
7TR($, q) = Z Z 17
a<z p prime,a?2=q mod p
7TN(£7 Q) = Z Z 17
a<z p prime,~a2=q mod p
Definition:

P ={x>2:w(x) > Li(x)},
where Li(x) is the logarithmatic integral.”

It has been proven that P; does extend to infinity, but contary to Py 3 and Ps.1,2, no numbers are known of
this series.

§(Py) = 0.00000026

This is extremely low, showing that even though a member of this series may exist, the chance of a random
number being in P; is small.

Definition:

Eynr(r) = (7n(2,q) — ﬂ'R(;mq))lO%

Definition:

Hq;N,R
is equal to the limiting distribution of Ey .y r.

Definition:

log x

Ey(z) = (w(x) — Li(z)) NG

Definition:
5If s is not a negative real number, than for all x a Dirichlet character, if L(x,s) = 0, R(s) = %

SThe set of v > 0 such that L(x, % ~+ 47), for all x a Dirichlet character, is linearly independent over Q.
7
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H1
is equal to the limiting distribution of Fj.
We may numerically compute 6(P;n r) as
1 i 2ne 1
= Z 881nn€(1+b1 ng Z Jo| —m— | +=+e¢
2T ne 1 2
—C<ne<C 0<y<M 1 +

where e is the error,

1
hh=-Ti0)+ > 1 7

0<y<M 4

where e stands for error, C, M stand for cutoffs to approximate the actual value, set to be 25 and 9999,

=2 1=

>X4

and Jy is the Bessel function. 8

This is found by taking a Fourier transform of the density of 4 n r”, and then taking the integral. This is
then transformed into a sum, and as the integral is an improper integral, some values are cut-off, to make it
computable to get a close enough answer.

The value 6(P;°™") can also be computed by this equation:

1 sinne 2ne 1
— Z € (1 + by (ne)? + by(ne)* Z Jo | — +§—|—e

2T ne 1
7C§’n€§C 0<,.Y§M Z +,—Y2

Where C is 5, M is 88190, and

where

N

log(m + 1)
ay = hm flog (N+1)— X:ITH

The paper uses a similar enough method to the way to solve for §(Pyn r)
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9n the paper, it says that it is yq; g, v, and then says that fq.n r(t) is the density function of pg,r N, which does not make
logical sense.
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