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1. Introduction

In this paper, we will discuss and delve into the intricacies of Bertrand’s postulate, a well-
known theorem that bounds the gaps between prime numbers. First, we will use Ramanujan’s
method to prove Bertrand’s postulate, which involves basic analytic number theory and
Stirling approximations. Then, we will go into some generalizations of Bertrand’s postulate,
including when there are at least two, three, and some arbitrary number of primes between
n and 2n. This paper assumes one has knowledge of basic analytic number theory.

I give special thanks to Simon Rubinstein-Salzedo and the Euler Circle for contributing
to the creation of this paper.

Date: June 8, 2019.
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2. Definitions

Before we jump into Ramanujan’s proof, we need to establish some fundamental functions
that are widely used in analytic number theory. For this paper, we will make the convention
that log x denotes the natural log of x and that x! is the factorial of x, or

∏
k≤x k.

Definition 2.1. The gamma function, denoted as Γ(n), is defined as

Γ(n) =

∫ ∞
0

xn−1e−xdx.

Corollary 2.2. The gamma function satisfies the following properties:

(1) Γ(1) = 1
(2) Γ(n+ 1) = nΓ(n)
(3) if n is a positive integer, then Γ(n) = (n− 1)!.

All of these properties can be proven by just substituting values in the integral. A harder
result to prove is that Γ(1/2) =

√
π, but we will not need it in this paper.

Definition 2.3. The first Chebyshev function, denoted as ϑ(x), is defined to be

ϑ(x) =
∑

p prime
p≤x

log p.

Definition 2.4. The von Mangoldt function Λ(x) satisfies

Λ(x) =


1 x = 1

log x if x is a power of a prime greater than 1

0 otherwise.

Definition 2.5. The second Chebyshev function, denoted as ψ(x), is defined to be

ψ(x) =
∑
n≤x

Λ(n).

However, the summand is only nonzero when n is a power of a prime, so we also have

ψ(x) =
∑

p prime
p≤x

k log p

where k is the greatest power of p such that pk ≤ x.

Definition 2.6. The Bernoulli numbers, where the nth Bernoulli number is denoted as Bn,
are a sequence of rational numbers satisfying

x

ex − 1
=
∞∑
n=0

Bnx
n

n!

In addition to these, we will also introduce the concept of little o notation:

Definition 2.7. If f(x), g(x) are two real-valued functions, then f(x) = o(g(x)) if

lim
x→∞

f(x)

g(x)
= 0.

In other words, g(x) grows much faster than f(x).
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3. Bertrand’s Postulate

To start with the proof, we find a relationship between the Chebyshev functions.

Lemma 3.1. We have

ψ(x) =
∞∑
n=1

ϑ(x
1
n ).

Proof. This is rather simple. Let k be defined as the greatest power of p with pk ≤ x, and
note

ψ(x) =
∞∑
n=1

ϑ(x
1
n ) =

∞∑
n=1

∑
p prime
p≤x1/n

log p =
∑

p prime
p≤x

x1/n∑
n=1

log p =
∑

p prime
p≤x

k log p

as desired.
�

Lemma 3.2. Another property of the second Chebyshev function is the following:

∞∑
n=1

ψ
(x
n

)
= log bxc!

Proof. Similar to the last proof, we have

∞∑
n=1

ψ
(x
n

)
=
∞∑
n=1

∑
mn≤x

Λ(m) =
∑
n≤x

∑
mn≤x

Λ(m).

Each Λ(m) occurs once each time there exists an n with mn ≤ x, so we can also express this
sum as ∑

m≤x

Λ(m)
∑
mn≤x

1 =
∑
m≤x

Λ(m)
⌊ x
m

⌋
.

Because Λ(m) = 0 if m is not a power of a prime, let pe11 p
e2
2 . . . perr be the prime factorization

of bxc!, so our sum is

r∑
i=1

(
ei log(pi)

ei∑
k=1

⌊
x

pki

⌋)
=

r∑
i=1

(
log(peii )

ei∑
k=1

⌊
x

pki

⌋)
which is just log(bxc!) because of Legendre’s formula.

�

With these, we begin our proof of Bertrand’s postulate. Define a new function P (x)
satisfying P (x) = ψ(x)− 2ψ(

√
x). Because of Lemma 3.1, we find that

P (x) =
∞∑
n=1

ϑ(x
1
n )− 2

∞∑
n=1

ϑ(x
1
2n ) =

∞∑
n=1

(−1)n+1ϑ(x
1
n )

so P (x) is the alternating sum of ϑ(x). Now because ϑ(x) is a steadily increasing function,

we have ϑ(x
1
k ) ≥ ϑ(x

1
k+1 ) for positive integral k, so in fact we have P (x) ≤ ϑ(x). Next,
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we define another function Q(x) satisfying Q(x) = log bxc! − 2 log bx
2
c!, which satisfies (by

Lemma 3.2)

Q(x) =
∞∑
n=1

ψ
(x
n

)
− 2

∞∑
n=1

ψ
( x

2n

)
=
∞∑
n=1

(−1)n+1ψ
(x
n

)
so Q(x) is the alternating sum of ψ(x). Again, as ψ(x) is a steadily increasing function, we

actually have ψ(x)− ψ
(x

2

)
≤ Q(x) ≤ ψ(x)− ψ

(x
2

)
+ ψ

(x
3

)
.

Remembering that Γ(x) ≥ Γ(bxc) = bx− 1c!, we can also express this bound as

log[Γ(x)]− 2 log

[
Γ

(
x+ 1

2

)]
≤ Q(x) ≤ log[Γ(x+ 1)]− 2 log

[
Γ

(
x+ 1

2

)]
.

There are more malleable bounds of Q(x), as we will prove in the following theorem:

Theorem 3.3. Q(x) <
3

4
x for x ≥ 8 and Q(x) >

2

3
x for x ≥ 570.

This is quite hard to prove, so we will only do so after we have established Stirling ap-
proximations.

Theorem 3.4 (Euler-Maclaurin). Let f(x) be a continuous function in the closed interval
[a, b]. Then

b∑
n=a

f(n) =

∫ b

a

f(x)dx+
f(a) + f(b)

2
+
∞∑
n=2

[
Bn

n!

(
f (n−1)(b)− f (n−1)(a)

)]
+Ra,b

where f (n)(x) denotes the nth derivative of f(x) and Ra,b is the small error term defined as
the difference of the summation and integral of f(x) over [a, b].

Proof. To make things clearer, we let the operator of differentiation,
d

dx
, be an operator

called D, and also let Dn =
dn

dxn
. Next, define T to be the exponential function of the

differential, or T = eD. Note that

T = eD =
∞∑
n=0

Dn

n!

and when T is applied onto a function f(x),

Tf(x) =
∞∑
n=0

Dnf(x)

n!
=
∞∑
n=0

1

n!
f (n)(x) = f(x+ 1)
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where the last step follows because of the Taylor series for f(x). More generally, T kf(x) =
f(x+ k) for positive integral k. Now, notice that

∞∑
n=0

f(x+ n) = f(x) + Tf(x) + T 2f(x) + . . .

=
1

1− T
f(x)

=
1

1− eD
f(x)

= − 1

D

D

eD − 1
f(x)

= −D−1f(x)

(
1− 1

2
D +

∞∑
n=2

Bn

n!
Dn

)
.

But because D =
d

dx
, then D−1 is the inverse of

d

dx
, or the integral. Thus

−D−1f(x) =

∫ ∞
x

f(u)du

where the limits of integration are found by noting when the integral becomes close to the
summation on the LHS. Thus, we can see that

∞∑
n=0

f(x+ n) =

∫ ∞
x

f(u)du+
1

2
f(x)−

∞∑
n=2

Bn

n!
Dn−1f(x).

Using this identity,

b∑
n=a

f(n) =
∞∑
n=a

f(n)−
∞∑

n=b+1

f(n)

=
∞∑
n=0

f(a+ n)−
∞∑
n=0

f(b+ n) + f(b)

=

∫ ∞
a

f(x)dx−
∫ ∞
b

f(x)dx+Ra,b +
f(a)− f(b)

2
+ f(b)−

∞∑
n=2

[
Bn

n!
Dn−1(f(a)− f(b))

]

=

∫ b

a

f(x)dx+
f(a) + f(b)

2
−
∞∑
n=2

[
Bn

n!
(f (n−1)(a)− f (n−1)(b))

]
+Ra,b

as desired. �

Proof of Theorem 3.3. Setting f(x) = logbxc!, we have f (n)(x) = (−1)n+1(n− 1)!x−n. Now
using the Euler-Maclaurin formula,

logbxc! =
∑
n≤x

log n =

∫ x

1

log(u)du+
1

2
log x−

∞∑
n=2

[
(−1)nBn

n(n− 1)
(1− x1−n)

]
+R1,x

= x log x− x+ 1 +
1

2
log x+R1,x −

1

12
(1− x−1) +

1

360
(1− x−3)−+ . . .
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which is referred to as Stirling’s approximation. Then,

Q(x) = logbxc!− 2 log

⌊
x+ 1

2

⌋
! = x log x− (x+ 2) log

(
x+ 1

2

)
+

1

2
log x+ E(x)

where E(x) is some error function. We can express this as

Q(x) =
2

3
x+ (log 2− 2

3
)x+ 2 log 2 + x log x− (x+ 2) log(x+ 1) +

1

2
log x+ E(x)

=
2

3
x+ A(x) + E(x)

for some function A(x), so it suffices to prove that A(x) + E(x) > 0 for x ≥ 570.
First, note that

x log x− (x+ 2) log(x+ 1) = −x log

(
1 +

1

x

)
− 2 log(x+ 1) =

∞∑
n=1

(−1)n

nxn−1
− 2 log(x+ 1)

from the Taylor expansion for log. But then

∞∑
n=1

(−1)n

nxn−1
− 2 log(x+ 1) > −

∞∑
n=1

1

xn−1
− 2 log(x+ 1) = − x

x− 1
− 2 log(x+ 1)

for x > 1. Thus we have

A(x) > (log 2− 2

3
)x+ 2 log 2− x

x− 1
− 2 log(x+ 1) +

1

2
log x

> (log 2− 2

3
)x− 1

x
− 3

2
log x

≈ (log 2− 2

3
)x− 3

2
log x

for reasonably large x. Now for E(x), note

E(x) =
∞∑
n=1

[
B2n

2n(2n− 1)

(
1− 2

(
x+ 1

2

)1−2n

+ x1−2n

)]
+R1,x − 2R1,(x+1)/2

≈
∞∑
n=1

B2n

2n(2n− 1)
+R1,x − 2R1,(x+1)/2

>
∞∑
n=1

B2n

2n(2n− 1)
−R1,(x+1)/2

because R1,x is an increasing function. But we also have

R1,(x+1)/2 =

(x+1)/2∑
n=1

log n−
∫ (x+1)/2

1

log udu

and upon noticing that the summation is a right Riemann sum of the integral, we see that
the error term cannot be bigger than the rightmost rectangle in the Riemann sum:

R1,(x+1)/2 < log(x+ 1)− log 2.
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Putting it all together,

A(x) + E(x) > (log 2− 2

3
)x− 3

2
log x+

∞∑
n=1

B2n

2n(2n− 1)
− log(x+ 1) + log 2

but clearly (log 2 − 2

3
)x grows faster than

3

2
log x and log(x + 1), so A(x) + E(x) > 0 ⇒

Q(x) >
2

3
x for x ≥ 570.

Now for the upper bound,

Q(x) =
3

4
x−

(
3

4
− log 2

)
x+ 2 log 2 + x log x− (x+ 2) log(x+ 1) +

1

2
log x+ 1 + E(x)

=
3

4
x−B(x) + E(x)

for some function B(x), so it suffices to prove that B(x)− E(x) > 0. First, note that

B(x) >

(
3

4
− log 2

)
x− 2 log 2 + x log

(
1 +

1

x

)
+

3

2
log(x+ 1)− 1

>

(
3

4
− log 2

)
x− 2 log 2 +

3

2
log(x+ 1)− 1.

For E(x), we just evaluate to get

E(x) =
∞∑
n=1

[
B2n

2n(2n− 1)

(
1− 2

(
x+ 1

2

)1−2n

+ x1−2n

)]
+R1,x − 2R1,(x+1)/2

≈
∞∑
n=1

B2n

2n(2n− 1)
+R1,x − 2R1,(x+1)/2

<
∞∑
n=1

1

2n(2n− 1)
+R(x+1)/2,x

= R(x+1)/2,x + 1− 1

2
+

1

3
− 1

4
+ . . .

< log x− log(x+ 1) + 2 log 2

where the last step follows like before. As (
3

4
− log 2)x grows faster than log x, we must have

B(x)− E(x) > 0⇒ Q(x) <
3

4
x for x ≥ 8. �

Finally, we can prove Bertrand’s postulate:

Theorem 3.5 (Bertrand’s Postulate). There exists a prime between n and 2n for all n > 1.

Proof. From earlier we have ψ(x) − ψ
(x

2

)
≤ Q(x) ≤ ψ(x) − ψ

(x
2

)
+ ψ

(x
3

)
, so due to

Theorem 3.3 ψ(x)− ψ
(x

2

)
<

3

4
x for x ≥ 8. Notice

ψ(x)− ψ
(x

2

)
+ ψ

(x
2

)
− ψ

(x
4

)
+ · · · = ψ(x) <

3

4
(x+

x

2
+
x

4
+ . . . ) =

3

2
x
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for x ≥ 8 by substituting x,
x

2
,
x

4
, . . . into the above inequality. Also from P (x) ≤ ϑ(x) and

ϑ(x) ≤ ψ(x),

ψ(x)− ψ
(x

2

)
+ ψ

(x
3

)
≤ ϑ(x) + 2ψ(

√
x)− ϑ

(x
2

)
+ ψ

(x
3

)
< ϑ(x) + 3

√
x− ϑ

(x
2

)
+

1

2
x

But we also have
2

3
x < Q(x) ≤ ψ(x)− ψ

(x
2

)
+ ψ

(x
3

)
so

ϑ(x)− ϑ
(x

2

)
>

1

6
x− 3

√
x

for x ≥ 570. But
1

6
x− 3

√
x ≥ 0 for x ≥ 324, so

ϑ(2x)− ϑ(x) > 0

for x ≥ 285. But this immediately implies that there exists at least one prime between x and
2x for x ≥ 285. Now we just have to check for x < 285, but the primes 3, 5, 7, 13, 23, 41, 79, 157, 313
work for these values of x, and we are done. �

4. Generalizations

Ramanujan not only proved Bertrand’s postulate, but he generalized it to get bounds for
when there are at least 2, 3, 4, . . . primes between n and 2n. To establish this, we will need
the following important function:

Definition 4.1. The prime-counting function, denoted as π(x), is the number of primes not
more than x.

And now we can begin with our theorem, using some theorems we proved in the last
section.

Theorem 4.2. For every positive integer k, there exists a constant C such that for any
positive integer n > C, there are at least k primes between n and 2n exclusive.

Proof. First, note that

ϑ(x)− ϑ
(x

2

)
=

∑
p prime
x/2<p≤x

log p ≤
∑

p prime
x/2<p≤x

log x =
(
π(x)− π

(x
2

))
log x.

However, we already know that ϑ(x)− ϑ
(x

2

)
>

1

6
x− 3

√
x for x ≥ 570, so

π(x)− π
(x

2

)
>

1

log x

(
1

6
x− 3

√
x

)
.

Then if there are at least k primes between
x

2
and x, we must have

1

log x

(
1

6
x− 3

√
x

)
> k − 1.
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The LHS always increases when x > 324, so there exists a unique C ≥ 324 such that

1

logC

(
1

6
C − 3

√
C

)
= k − 1.

If C < 570, then we can let C = 570, which works. We can check that C satisfies our desired
conditions, so we are done. �

We can use this statement along with looking at primes to find that π(x) − π
(x

2

)
≥

1, 2, 3, 4, 5, . . . when x ≥ 2, 11, 17, 29, 41, . . . . However, what about the other direction? To
clarify, what is the minimum value of k such that there is at least one prime between x and
kx for all sufficiently large n?

Theorem 4.3. For any ε > 0, there exists a number x0 such that at least one prime lies
between the closed interval (x, x+ εx) for all x > x0,

In order to prove this, we need the Prime Number Theorem, stated below:

Theorem 4.4 (Prime Number Theorem).

π(x) =
x

log x
+ o

(
x

log x

)
where π(x) is defined as before.

The proof of this theorem goes beyond what is talked about in this paper, so for our
purposes we will assume that the result is true.

Proof of Theorem 4.3. With the Prime Number Theorem, we have

π(x+ εx)− π(x) =
x+ εx

log x+ log(1 + ε)
− x

log x
+ o

(
x

log x

)
π(x+ εx)− π(x) =

εx

log x
+ o

(
x

log x

)
or expressed as a limit,

lim
x→∞

π(x+ εx)− π(x)

x/ log x
= ε.

Thus, π(x+ εx)− π(x) goes to infinity as x increases, which means for sufficiently large x0,
π(x+ εx)− π(x) > 0 for all x > x0. �
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